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Fuzzy Sets
• First proposed by Prof. Lotfi A. 

Zadeh (UC Berkeley) in 1965.

• An approach to model 
subjective knowledge.

3

129,325 Google Scholar citations, 4/13/2023 

• I knew that the word “fuzzy” would make the theory
controversial. Knowing how the real world functions,
I submitted my paper to Information and Control
because I was a member of the Editorial Board.
There was just one review-which was very lukewarm.
I believe that my paper would have been rejected if I
were not on the Editorial Board. (Zadeh L.A. (2011); My
Life and Work - A Retrospective View, Applied and Computational
Mathematics, Special Issue on Fuzzy Set Theory and Applications,
Dedicated to the 90th Birthday of Prof. Lotfi A. Zadeh, 10(1), 4-9,
2011.)



Most Cited Machine Learning Papers (4/13/2023)
1. K. He, X. Zhang, S. Ren and J. Sun, “Deep residual learning for image

recognition,” CVPR 2016. 160,317

2. D.P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
arXiv:1412.6980, 2014. 141,178

3. A. Krizhevsky, I. Sutskever and G.E. Hinton, “ImageNet classification
with deep convolutional neural networks,” NeuRIPS 2012. 130,639

4. L.A. Zadeh, “Fuzzy sets,” Information and Control, 1965. 129,325

5. L. Breiman, “Random forests,” Machine Learning, 2001. 106,831

6. V. Vapnik, “The Nature of Statistical Learning Theory,” Data Mining
and Knowledge Discovery, 1995. 101,688
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Fuzzy Sets
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Triangular Fuzzy Set
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Gaussian Fuzzy Set
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Gaussian Fuzzy Set: Property
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Can cover the entire input domain with an arbitrary number of MFs

D. Wu and J. M. Mendel, “On the Continuity of Type-1 and Interval Type-2 Fuzzy 
Logic Systems,” IEEE Trans. on Fuzzy Systems, 19(1):179-192, 2011.
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IF 𝑥𝑥1 is 𝐹𝐹1 and 𝑥𝑥2 is 𝐹𝐹2
Antecedents

, THEN 𝑦𝑦 = 𝑎𝑎𝑥𝑥1 + 𝑏𝑏𝑥𝑥2 + 𝑐𝑐
Consequent

• y can also be a nonlinear function of x1 and x2.

• In practice usually the simplest approach is
used, i.e., y=c, where c is a constant different
from rule to rule.

Takagi-Sugeno-Kang (TSK) Rules



TSK Rulebase
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Example: TSK Rules
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Input 1: Oil price

Input 2: Total 
proven reserves

0 40 80 120 $

1
Low HighGood

0 5 10 15 Million bbl

1
Low HighModerate

IF Oil price is High and Total proven reserves are High, THEN Enhanced recovery is 10.
IF Oil price is Good and Total proven reserves are High, THEN Enhanced recovery is 5.



Example: TSK Rulebase
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TSK Inference
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TSK Fuzzy System

Fuzzifier

Rules

Inference
Numbers Fuzzy 

Sets
Number
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TSK Inference
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1. Compute the firing level of each rule.
①Compute the firing level of each MF in the antecedent

part of a rule.
②Combine these firing levels of antecedent MFs in a

meaningful way to obtain the firing level of that rule.
2. Combine the fired rules using weighted average.

Inference: Combines the fuzzy IF-THEN rules.

TSK Fuzzy System

Fuzzifier

Rules

Inference
Numbers Fuzzy 

Sets
Number



Inference: Example
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0.25 + 0.25 + 0.4 + 0.6
= 4.0



A Short Video Tutorial
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Another Short Video Tutorial
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Our Contributions on Fuzzy Systems
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1. New optimization 
techniques for type-
1 fuzzy systems

2. Theory and 
applications of 
interval type-2 
fuzzy systems

3. Applications of 
fuzzy sets in signal 
processing and 
machine learning 
for brain-computer 
interfaces

2012 IEEE CIS 
Outstanding PhD 

Dissertation Award

2014 NAFIPS 
Early Career 

Award

2010 IEEE 
Press

Monograph

2021 Chinese 
Association of 

Automation Young 
Scientist Award

2014 IEEE TFS 
Outstanding 
Paper Award

2017 IEEE SMC
Early Career 

Award

2005 FUZZ-IEEE 
Best Student 
Paper Award

2023 IEEE TFS 
Editor-in-Chief

First AI-X paper on fuzzy systems: https://fuzzysystem.github.io



Type-2 Fuzzy Sets and Systems

伍冬睿*，曾志刚，莫红，王飞跃，“区间二型模糊集和模糊系统: 综述与展望," 自动化学报, 46(8):1539-1556, 2020. 20



Design a Fuzzy System
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Many questions to be answered in designing a fuzzy system: 

 Should singleton or non-singleton fuzzifier be used? 

 How many MFs should be used for each input? 

 Should Gaussian or piecewise linear MFs be used? 

 Should Mamdani or TSK inference be used? 

 Should minimum or product t-norm be used? 

 How to optimize the fuzzy system? 

In this talk, we use singleton fuzzification, Gaussian MFs, TSK
rules and product t-norm, and assume that the user can
specify the number of MFs in each input domain.

D. Wu and J. M. Mendel, “Recommendations on designing practical interval type-2 fuzzy
systems,” Engineering Applications of Artificial Intelligence, 95:182–193, 2019.



Design a TSK Fuzzy System
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Singleton or 
non-singleton?

• Gaussian or Trapezoidal MFs?
• Number of MFs? ≤7
• How to optimize? This talk

Fuzzifier Inference Engine

Rulebase

T1 FSs Crisp
output

Crisp
inputs

Minimum or product t-norm?

D. Wu and J. M. Mendel, “Recommendations on designing practical interval type-2 fuzzy
systems,” Engineering Applications of Artificial Intelligence, 95:182–193, 2019.



Design a TSK Fuzzy System
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Challenges in designing a TSK fuzzy system:
 Optimization. Evolutionary algorithms, gradient descent, and

gradient descent plus least squares estimation (ANFIS).
 Interpretability. The interpretability decreases when the number

of rules increases, and when each input activates too many rules.
 Curse of dimensionality. When each input has a few fuzzy

partitions, the number of rules increases exponentially with the
number of inputs. Clustering based initialization also suffers from
curse of dimensionality (validity and interpretability).

 Generalization. Regularization can improve generalization, but
not extensively explored in training fuzzy systems.

D. Wu, C-T Lin, J. Huang & Z. Zeng, "On the Functional Equivalence of TSK Fuzzy Systems to Neural Networks,
Mixture of Experts, CART, and Stacking Ensemble Regression," IEEE Trans. Fuzzy Systems, 28(10): 2570-2580, 2020.
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Multi-Layer Perceptron (MLP)

25



Adaptive-Network-based Fuzzy
Inference System (ANFIS)

• Layer 1: Compute the membership grades.
• Layer 2: Compute the firing level of each rule.
• Layer 3: Compute the normalized firing levels of the rules.
• Layer 4: Multiply each normalized firing level by its corresponding rule consequent.
• Layer 5: Compute the output as a summation.

26

J.S. Jang, ANFIS: adaptive-network-based fuzzy inference system, IEEE Trans.
on Systems, Man, and Cybernetics, 23(3):665-685, 1993. (~20000 citations)



Differences between MLP & ANFIS

1. MLP always uses fully connected layers, whereas ANFIS is not.
2. In MLP, the output of a node in the hidden layer and output layer is always computed by a

weighted sum followed by an activation function, whereas there are many different
operations in an ANFIS.

3. Layer 4 of the ANFIS also uses x as an input (to represent the rule consequents), but usually
an MLP does not have such connections. (skip-layer connection in ResNet?)

4. MLP is a black-box model, whereas ANFIS can be expressed by IF-THEN rules, which is
easier to interpret and understand.

27



FS and Radial Basis Function Network (RBFN)

FS = RBFN, when:
 Number of receptive field units = Number of fuzzy rules
 The output of each fuzzy rule is a constant, instead of a function
 Antecedent MFs of each fuzzy rule: Gaussian with the same variance
 The product t-norm is used
 The FS and the RBFN use the same method (i.e., either weighted

average or weighted sum) to compute the final output
J.-S. Jang and C.-T. Sun, “Functional equivalence between radial basis function networks 
and fuzzy inference systems,” IEEE Trans. on Neural Networks, 4(1):156-159, 1993. 28



FS and Mixture of Experts (MoE)

FS = MoE

R. A. Jacobs, M. I. Jordan, S. J. Nowlan, and G. E. Hinton, “Adaptive 
mixtures of local experts,” Neural Computation, 3(1):79-87, 1991. 29



FS and Classification and Regression Tree (CART)

L. Breiman, J. Friedman, C. J. Stone, and R. Olshen, Classification and Regression Trees, 1st ed. Routledge, 2017. 30



FS and Stacking

• A TSK FS for regression can be viewed as a stacking model.
• Each rule consequent is a base regression model, and the rule antecedent MFs

determine the weights of the base models in stacking.
• In stacking usually the aggregated output y is a function of yk, k=1,…,K, only,

but in a TSK FS the aggregation function also depends on the input x, as the
weights are computed from them, and change with them.

• So, a TSK FS is actually an adaptive stacking regression model.
31



Inspirations
• From neural networks: Design more efficient training

algorithms for TSK fuzzy systems.
• From MoE: Achieve a better trade-off between cooperation

and competitions of the rules in a TSK fuzzy system.
• From CART: Better initialize a TSK fuzzy system for high-

dimensional problems.
• From stacking ensemble regression: Design better

stacking models, and increase the generalization ability of
a TSK fuzzy model.

D. Wu, C-T Lin, J. Huang & Z. Zeng, "On the Functional Equivalence of TSK Fuzzy Systems to Neural Networks,
Mixture of Experts, CART, and Stacking Ensemble Regression," IEEE Trans. Fuzzy Systems, 28(10): 2570-2580, 2020. 32
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Takagi-Sugeno-Kang (TSK) Fuzzy System (FS)

34



Big Data
• At least three Vs:

1. Volume (the size of the data): The number of training
examples (N) is very large, and/or the dimensionality of
the input (M) is very high.

2. Velocity (the speed of the data)
3. Variety (the types of data)

• FSs suffer from the curse of dimensionality, i.e., the number
of rules (parameters) increases exponentially with M.

• We assume that the dimensionality can be reduced
effectively to just a few, e.g., using PCA.

• We mainly consider how to deal with large N.
35



Optimize TSK FS

• Evolutionary algorithms: Very high
memory and computing power
requirement on big data.

• Gradient descent (GD): Focus of this talk.

36



Steps in Optimizing a TSK Fuzzy System

37

1. Define the objective function

2. Initialize the rules

3. Fine-tune the rules

• How to handle big data (big size & high dimensionality)?

• How to speed-up the training?

• How to improve the generalization performance?



Regularization in the Objective Function

1. Define objective 
function

2. Initialize rules
3. Fine-tune rules

• Handle big data
• Speed-up 

training
• Improve 

generalization

38



Semi-Random Initialization of the Rules

1. Define objective 
function

2. Initialize rules
3. Fine-tune rules

• Handle big data
• Speed-up 

training
• Improve 

generalization

39



Mini-Batch Gradient Descent (MBGD) for Big Data

1. Define objective 
function

2. Initialize rules
3. Fine-tune rules

• Handle big 
data

• Speed-up 
training

• Improve 
generalization

40



Adam/AdaBound for Speeding-up the Training
• Adam in NN training computes an

individualized adaptive learning rate for each
different model parameter from the estimates
of the 1st and 2nd moments of the gradient.

• AdaBound bounds the individualized
adaptive learning rate from the upper and the
lower, so that extremely large or small learning
rate cannot occur. Additionally, the bounds
become tighter as the number of iterations
increases, which forces the learning rates to
approach a constant (as in stochastic GD).

1. Define objective 
function

2. Initialize rules
3. Fine-tune rules

• Handle big data
• Speed-up 

training
• Improve 

generalization

Kingma, D.P. and Ba, J., Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.
L. Luo, Y. Xiong, Y. Liu, and X. Sun, “Adaptive gradient methods with dynamic bound of learning rate,” ICLR 2019. 41



DropRule for Better Generalization
• DropOut randomly discards some neurons and

their connections during the training of NNs.

• DropRule randomly discards a small number of
rules during the training of FSs, but uses all rules
when the training is done.

1. Define objective 
function

2. Initialize rules
3. Fine-tune rules

• Handle big data
• Speed-up 

training
• Improve 

generalization

N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov, “Dropout: A simple way to 
prevent neural networks from overfitting,”Journal of Machine Learning Research, 15(1):1929–1958, 2014. 42



MBGD-RDA for Big Data

43



Experiments: Datasets
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Results: RMSEs
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Improvements over MBGD
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High-dimensional TSK with Layer Normalization 
and Rectified Linear Unit (HTSK-LN-ReLU)

47
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Y. Cui, D. Wu*, Y. Xu and R. Peng, "Layer Normalization for TSK Fuzzy System Optimization in Regression Problems," IEEE Trans. on Fuzzy Systems, 2023.



Experiments: Datasets
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Results: RMSEs
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Uniform Regularization in the Objective Function

1. Define objective 
function

2. Initialize rules
3. Fine-tune rules

• Handle big data
• Speed-up 

training
• Improve 

generalization
51



k-Means Clustering Initialization of the Rules

• Antecedents: k-means clustering to initialize
the means of the Gaussian MFs, and random
standard deviation in N(1,0.2).

• Consequents: bias = 0, coefficients U(-1,1).

1. Define objective 
function

2. Initialize rules
3. Fine-tune rules

• Handle big data
• Speed-up 

training
• Improve 

generalization
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Mini-Batch Gradient Descent (MBGD) for Big Data

1. Define objective 
function

2. Initialize rules
3. Fine-tune rules

• Handle big data
• Speed-up 

training
• Improve 

generalization
53



Adam/AdaBound for Speeding-up the Training

54

• Adam in NN training computes an
individualized adaptive learning rate for each
different model parameter from the estimates
of the 1st and 2nd moments of the gradient.

• AdaBound bounds the individualized
adaptive learning rate from the upper and the
lower, so that extremely large or small learning
rate cannot occur. Additionally, the bounds
become tighter as the number of iterations
increases, which forces the learning rates to
approach a constant (as in stochastic GD).

1. Define objective 
function

2. Initialize rules
3. Fine-tune rules

• Handle big data
• Speed-up 

training
• Improve 

generalization

Kingma, D.P. and Ba, J., Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.
L. Luo, Y. Xiong, Y. Liu, and X. Sun, “Adaptive gradient methods with dynamic bound of learning rate,” ICLR 2019.



Batch Normalization (BN) for Better 
Generalization

BN normalizes the data distribution in
each mini-batch to accelerate the training
& improve the generalization.

1. Define objective 
function

2. Initialize rules
3. Fine-tune rules

• Handle big data
• Speed-up 

training
• Improve 

generalization

S. Ioffe and C. Szegedy, “Batch normalization: Accelerating deep
network training by reducing internal covariate shift,” ICML 2015. 55



Experiments: Datasets
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Experimental Results: 
Classification Accuracy
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Experimental Results: 
Rank of Classification Accuracy
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Conclusions

60

Step Regression Classification

Define the objective 
function L2 regularization L2 regularization

+ Uniform Regularization

Initialize the rules Semi-Random Initialization k-means Clustering 
Initialization

Fine-tune the rules:
Handle big data

Mini-batch Gradient Descent 
(MBGD)

Mini-batch Gradient Descent 
(MBGD)

Fine-tune the rules:
Speed-up training

AdaBound
AdaBelief AdaBound

Fine-tune the rules:
Improve generalization

DropRule
Layer Normalization Batch Normalization

• TSK FS is functionally equivalent to RBFN, MoE, CART and stacking. 
• Techniques for the latter models can be used to optimize TSK FSs.



• Matlab: https://github.com/drwuHUST
• PyTSK: https://github.com/YuqiCui/PyTSK

Source Code

61
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Brain-Computer Interface (BCI)
 A direct communication pathway between the brain and an external device.
 Research, assist, augment, or repair cognitive or sensory-motor functions.
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Fuzzy Sets in BCIs

1. D. Wu, V. Lawhern, S. Gordon, B. Lance and C-T Lin, "Driver Drowsiness Estimation from EEG Signals Using Online Weighted
Adaptation Regularization for Regression (OwARR)," IEEE Trans. on Fuzzy Systems, 25(6):1522-1535, 2017.

2. D. Wu, J-T King, C-C Chuang, C-T Lin and T-P Jung, "Spatial Filtering for EEG-Based Regression Problems in Brain-Computer
Interface (BCI)," IEEE Trans. on Fuzzy Systems, 26(2):771-781, 2018.

挑战：脑机接口分类问题研究多, 回归问题算法少
创新：提出模糊类概念, 推广分类算法至回归, 实现脑机接口精准回归

使用模糊集定义模糊类

共同空间模式滤波器

域适配迁移学习

信号
处理

机器
学习
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Fuzzy Sets in BCIs

Fuzzy sets can be integrated with state-of-the-art signal
processing and machine learning approaches for EEG-based BCIs

1. D. Wu, V. Lawhern, S. Gordon, B. Lance and C-T Lin, "Driver Drowsiness Estimation from EEG Signals Using Online Weighted
Adaptation Regularization for Regression (OwARR)," IEEE Trans. on Fuzzy Systems, 25(6):1522-1535, 2017.

2. D. Wu, J-T King, C-C Chuang, C-T Lin and T-P Jung, "Spatial Filtering for EEG-Based Regression Problems in Brain-Computer Interface
(BCI)," IEEE Trans. on Fuzzy Systems, 26(2):771-781, 2018.

回归滤波 提高特征相关性 2.6 倍 回归滤波 降低估计误差 10-20%
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