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Abstract—This paper presents an integrated interval type-2 fuzzy logic approach that simultaneously models and controls an underactuated mobile two-wheeled inverted pendulum (MTWIP), which suffers from modeling uncertainties and external disturbances. The control objective is to attain the desired position and direction while keeping the MTWIP balanced. It is achieved by integrating four interval type-2 fuzzy logic systems (IT2 FLSs): the first IT2 FLS describes the dynamics of the MTWIP using a Takagi–Sugeno model, the second IT2 FLS controls the balance of the MTWIP using also a Takagi–Sugeno model, and the third and fourth IT2 FLSs control its position and direction, respectively, using a Mamdani model. A linear matrix inequality based design approach is also proposed to guarantee the stability of the balance controller. The proposed approach is compared with a type-1 FLS in real-world experiments. All results demonstrate that the IT2 FLS outperforms the type-1 FLS, especially under modeling uncertainties and external disturbances.

Index Terms—Balance control, interval type-2 (IT2) fuzzy logic control, linear matrix inequality (LMI), mobile two-wheeled inverted pendulum.

I. INTRODUCTION

The inverted pendulum has widely established itself in the literature and practice as a platform for demonstrating various control strategies. Recently, the mobile two-wheeled inverted pendulum (MTWIP) has gained increasing interest [1], [8]–[11], [15], [16], [21], [22], [33]–[35], because its nonlinear multiple-input multiple-output characteristics enables the demonstration of more sophisticated control approaches, and also because it has been widely used in our everyday life (e.g., self-balancing scooters from Ninebot/Segway and many other companies). For example, Pathak et al. [33] analyzed the dynamics of the MTWIP and controlled its velocity and position using partial feedback linearization. Huang et al. [15] proposed a dynamic model of an underactuated MTWIP-based narrow vehicle (called UW-Car) and then designed two terminal sliding mode controllers to control its velocity and braking. Ri et al. [34] designed a nonlinear sliding mode observer for the MTWIP system in order to eliminate the main drawback of sliding mode control, the “chattering” phenomenon, and to compensate the model uncertainties and external disturbances.

Fuzzy logic systems (FLSs), which have been used in a broad range of applications, have also found applications on MTWIPs [14], [30], [46]. For example, Huang et al. [14] designed a type-1 (T1) FLS for an MTWIP using the Takagi–Sugeno (TS) model and Mamdani inference. Xu et al. [46] proposed a novel implementation of a T1 TS FLS for an MTWIP using full-state feedback. In both approaches, the control objective was to achieve position control of the MTWIP while keeping it balanced. Generally, the dynamics of the MTWIP can be represented by a TS fuzzy model, and then a parallel distributed compensation FLS can be designed using linear matrix inequality (LMI) approaches, with guaranteed stability [20], [38].

Recently it has been shown that interval type-2 fuzzy sets (IT2 FSSs) [27], [28], an extension of T1 FSSs, are better able to model and cope with uncertainties, as demonstrated by a number of applications [6], [12], [23]–[27], [36], [36], [37], [39], [42]–[44], including the modeling and control of mobile inverted pendulums [3], [7], [29]. For example, Mohammad et al. [29] designed an IT2 fuzzy PID controller using a new type-reduction method to control an inverted pendulum on a cart system with an uncertain model. Benjamas and Ahmad [3] proposed an IT2 TS FLS for the balancing and position control of a wheelchair.

However, most existing FLSs for mobile-inverted pendulums only considered balance control. Other important considerations, including position control and direction control, have not been paid enough attention. Furthermore, to our best knowledge, IT2 FLSs have not been applied to the position and direction control of MTWIPs. This problem is investigated in this paper. Our main contributions are:

1) We propose the first integrated IT2 FLS approach that models the uncertain dynamics of an MTWIP, and controls its balance, position, and direction simultaneously.
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2) We introduce an LMI-based approach to guarantee the stability of the balance controller.

3) We demonstrate the superior performance of the proposed IT2 FLS in real-world experiments.

The rest of this paper is organized as follows. Section II presents the dynamic model and the equivalent TS fuzzy model of the MTWIP, considering both modeling uncertainties and external disturbances. Section III introduces the IT2 FLSs for controlling the balance, position, and direction of the MTWIP, and also the LMI-based stability analysis of the balance controller. Section IV presents real-world experimental results to verify the effectiveness and robustness of the proposed approach by comparing it with a T1 FLS. Section V discusses the robustness and stability of the proposed IT2 FLS. Finally, Section VI draws conclusions.

Notations: Throughout this paper, we use capital letters to denote matrices, lower case letters to denote scalars, bold lower case letters to denote vectors, \( \dot{x} \) to denote the first order derivative of \( x \), \( \ddot{x} \) to denote the second-order derivative of \( x \), \( \dot{X} \) to denote the measured value of \( x \), and \( \bar{X} \) to denote an IT2 FS.

II. DYNAMICS AND IT2 TS FUZZY MODELING OF THE MTWIP

Fig. 1 illustrates the MTWIP system [16], where \( r \) is radius of the wheel, and \( \psi \) and \( \psi_r \) are the rotation angles of the left and right wheels, respectively. \( 2b \) is the distance between the two wheels. \( l \) is the distance between the wheel axle and the center of the gravity of the inverted pendulum. \( \alpha \) is the yaw angle of the MTWIP, and \( \theta \) is the inclination angle of the inverted pendulum.

The dynamic model of the MTWIP system can be expressed by [15]

\[
\begin{align*}
\ddot{n}_{11} &+ \dot{n}_{12} \dot{\theta} \cos \theta + \dot{\theta}^2 \sin \theta - 2 \dot{d}_w \dot{\psi} + 2 \dot{d}_b \dot{\theta} - \dot{\psi} + u_r + u_l + \dot{\tau}_1 \\
\dot{n}_{12} \dot{\theta} \cos \theta + \dot{\theta}^2 \sin \theta &+ \dot{g}_b \sin \theta - 2 \dot{d}_b \dot{\theta} - \dot{\psi} - u_r - u_l + \dot{\tau}_2 \\
\dot{n}_{bla} \dot{\psi} \cos \theta + \dot{\theta}^2 \sin \theta &+ \dot{g}_b (\dot{\theta} - \dot{\psi}) - u_r - u_l + \dot{\tau}_2 \\
\dot{m}_{bla} \dot{\psi} \sin \theta - \frac{2 \dot{\psi}}{\dot{\theta}} (\dot{d}_b + \dot{d}_w) \alpha + \dot{\psi} (u_r - u_l) + \dot{\tau}_3 \\
\end{align*}
\]

where

\[
\begin{align*}
\psi &= \frac{1}{2} (\psi_r + \psi_l) \\
\dot{n}_{11} &= (\dot{m}_b + 2 \dot{m}_w) \dot{\theta}^2 + 2 \dot{m}_{wa} \\
\dot{n}_{12} &= \dot{m}_b \dot{\theta} \\
\dot{n}_{22} &= \dot{n}_b \dot{\theta}^2 + \dot{n}_{gb} \\
\dot{n}_{bla} &= \dot{n}_{zb} + \dot{n}_b \dot{\theta} \\
\dot{g}_b &= \dot{m}_b \dot{\theta} \\
\dot{m}_{33} &= 2 \dot{m}_{wa} + \frac{2 \dot{\psi}}{\dot{\theta}} (\dot{m}_{wa} + \dot{m}_w \dot{\theta}^2)
\end{align*}
\]

in which \( m_b \) and \( m_w \) are the masses of the pendulum body and a wheel, respectively; \( n_{gb} \) and \( n_{zb} \) are the moments of inertia of a wheel about its axis and a diameter; \( d_b \) and \( d_w \) are the resistances in the driving system and ground, respectively; \( u_l \) and \( u_r \) are rotation torques generated by the left and right motors coaxial with the wheels, respectively; and \( \tau_i \) (\( i = 1, 2, 3 \)) denotes the combination of measurement uncertainties and external disturbances of the system.

The control objective is to balance the MTWIP and simultaneously control its movement position and direction. For balance control, only the first two equations in (1) are needed. We can rewrite them as

\[
\begin{bmatrix}
\dot{m}_{12} \cos \theta \\
\dot{n}_{11} \\
\dot{m}_{22} \\
\dot{m}_{12} \sin \theta + \dot{n}_{22} \\
\end{bmatrix}
= \begin{bmatrix}
\begin{bmatrix}
\dot{\theta}^2 + \dot{\psi} \sin \theta - 2 \dot{d}_w \dot{\psi} + 2 \dot{d}_b \dot{\theta} - \dot{\psi} + u_r + u_l + \dot{\tau}_1 \\
\dot{n}_{bla} \dot{\theta}^2 \sin \theta \cos \theta + \dot{g}_b \sin \theta - 2 \dot{d}_b \dot{\theta} - \dot{\psi} - u_r - u_l + \dot{\tau}_2 \\
\end{bmatrix} \\
\end{bmatrix}
\]

which is equivalent to

\[
\begin{bmatrix}
\dot{\theta} \\
\dot{\psi} \\
\end{bmatrix}
= \frac{1}{\Delta} \begin{bmatrix}
\dot{m}_{12} \cos \theta \\
\dot{n}_{11} \\
\dot{m}_{22} \\
\dot{m}_{12} \sin \theta + \dot{n}_{22} \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\dot{m}_{12} \dot{\theta}^2 + \dot{\psi} \sin \theta - 2 \dot{d}_w \dot{\psi} + 2 \dot{d}_b \dot{\theta} - \dot{\psi} + u_r + u_l + \dot{\tau}_1 \\
\dot{n}_{bla} \dot{\theta}^2 \sin \theta \cos \theta + \dot{g}_b \sin \theta - 2 \dot{d}_b \dot{\theta} - \dot{\psi} - u_r - u_l + \dot{\tau}_2 \\
\end{bmatrix}
\]  

(2)

where \( \Delta = \dot{m}_{12}^2 \cos^2 \theta - \dot{m}_{11} \dot{m}_{22} \).

Note that the terms including yaw angle \( \alpha \) and its derivatives can be viewed as the disturbances in balance control. Choose the state vector as \( x = [x_1, x_2, x_3, x_4]^T = [\theta, \dot{\theta}, \psi, \dot{\psi}]^T \), where the inclination angle \( \theta \in [-\pi, \pi] \). The state model of the disturbance-free model (2) is

\[
\dot{x} = f(x) + g(x)u
\]  

where

\[
\begin{align*}
f(x) &= \frac{1}{\Delta} \begin{bmatrix} f_1, f_2, f_3, f_4 \end{bmatrix}^T \\
g(x) &= \frac{1}{\Delta} \begin{bmatrix} \dot{m}_{11} + \dot{m}_{12} \cos x_1 \end{bmatrix}
\end{align*}
\]
and \( u \) is the input of the system. Here \( f_i \) \((i = 1, 2, 3, 4)\) satisfy

\[
\begin{aligned}
f_1 & = \Delta \cdot x_2 \\
f_2 & = \tilde{m}_{12} x_3^2 \cos x_1 - 2\tilde{m}_{12} x_1 \tilde{d}_w x_4 - \tilde{m}_{11} \tilde{y}_0 \sin x_1 + 2\tilde{m}_{12} \cos x_1 \tilde{d}_b (x_2 - x_4) + 2\tilde{m}_{11} \tilde{d}_b (x_2 - x_4) \\
f_3 & = \Delta \cdot x_4 \\
f_4 & = -\tilde{m}_{22} \tilde{m}_{12} x_3^2 \sin x_1 + 2\tilde{m}_{22} \tilde{d}_w x_4 - 2\tilde{m}_{22} \tilde{d}_b (x_2 - x_4) + \tilde{m}_{12} \tilde{y}_0 \cos x_1 \sin x_1 - \tilde{m}_{12} \tilde{d}_b (x_2 - x_4) \cos x_1.
\end{aligned}
\]

Using local approximation in fuzzy partition spaces, a TS fuzzy model can be derived from (3). When \( x_1 \) is close to 0, (3) can be simplified as (4), where \( \Delta_1 = \tilde{m}_{11} \tilde{m}_{22} - \tilde{m}_{12}^2 \). When \( x_1 \) is close to \( \pm \frac{\pi}{6} \), (3) can be simplified as (5), where \( \Delta_2 = \tilde{m}_{11} \tilde{m}_{22} - \tilde{m}_{12}^2 \beta_1^2 \) and \( \beta_1 = \cos \frac{\pi}{6} \). Note that (4) and (5) are now linear systems, (4) as shown bottom of this page.

The linearized models of the MTWIP at \( \theta = -\frac{\pi}{6} \) and \( \theta = \frac{\pi}{6} \) are identical, so we only need to develop TS fuzzy rules for \( \theta = 0 \) and \( \theta = \frac{\pi}{6} \), and then interpret the dynamics for other inclination angles between them using fuzzy inference. More specifically, the following two rules are enough to describe the dynamics of the MTWIP, (5) as shown bottom of this page.

Model Rule \( i \) : If \( \theta = \tilde{M}_i \), then \( \dot{x} = A_i x + B_i u \). \( i = 1, 2 \)

where \( \tilde{M}_i \) is an IT2 FS of Rule \( i \) in the domain of \( \theta \), and \( A_i \) and \( B_i \) are the system matrices:

\[
A_1 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ \frac{\tilde{m}_{11} \tilde{y}_0}{\Delta_1} & -\frac{2\tilde{m}_{12} \tilde{d}_b}{\Delta_1} & 0 & 2\left(\tilde{m}_{12} \tilde{d}_w + \tilde{d}_b \tilde{m}_{11}\right) \Delta_1 \\ 0 & 0 & 0 & 1 \\ \frac{-\tilde{m}_{12} \tilde{y}_0}{\Delta_1} & 2\tilde{d}_b \tilde{m}_{12} & 0 & -2\left(\tilde{m}_{12} \tilde{d}_w + \tilde{d}_b \tilde{m}_{11}\right) \Delta_1 \\ \frac{\sigma_{M_1}}{\Delta_2} & \frac{\sigma_{M_2}}{\Delta_2} & \frac{\sigma_{M_3}}{\Delta_2} & \frac{\sigma_{M_4}}{\Delta_2} \end{bmatrix}
\]

\[
A_2 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ \frac{-\tilde{m}_{11} \tilde{y}_0 \beta_1}{\Delta_2} & \frac{-2\tilde{m}_{12} \tilde{d}_b}{\Delta_2} & 0 & 2\left(\tilde{m}_{12} \tilde{d}_w \cos \frac{\pi}{6} + \tilde{d}_b \tilde{m}_{11}\right) \Delta_2 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]

\[
B_1 = \begin{bmatrix} 0 \\ \frac{-\tilde{m}_{11} + \tilde{m}_{12}}{\Delta_1} \\ 0 \\ \frac{-\tilde{m}_{11} + \tilde{m}_{12}}{\Delta_1} \end{bmatrix}, \quad B_2 = \begin{bmatrix} 0 \\ \frac{-\tilde{m}_{12} \tilde{d}_w + \tilde{d}_b \tilde{m}_{12}}{\Delta_2} \\ 0 \\ \frac{-\tilde{m}_{12} \tilde{d}_w + \tilde{d}_b \tilde{m}_{12}}{\Delta_2} \end{bmatrix}
\]

in which \( \tilde{m}_{x1} = \tilde{m}_{11} + \tilde{m}_{12}, \tilde{m}_{x2} = \tilde{m}_{11} + \tilde{m}_{12}, \tilde{m}_{x1} = \tilde{m}_{11} + \tilde{m}_{12} \beta_1, \) and \( \tilde{m}_{x2} = \tilde{m}_{12} \beta_1 + \tilde{m}_{12} \). Triangular IT2 FSs are used as membership functions of \( \tilde{M}_i \), as shown in Fig. 2:

\[
\tilde{\mu}_{\tilde{M}_1}(\theta) = \begin{cases} \frac{\theta + \pi/4}{\pi/4}, & \theta < 0 \\ 1, & \frac{\pi/4}{\pi/4} \leq \theta < \frac{\pi}{6} \\ 0, & \theta \geq \frac{\pi}{6} \end{cases}, \quad \tilde{\mu}_{\tilde{M}_2}(\theta) = 1 - \tilde{\mu}_{\tilde{M}_1}(\theta)
\]

\[
\tilde{\mu}_{\tilde{M}_1}(\theta) = \begin{cases} \frac{\theta + \pi/6}{\pi/6}, & \theta < 0 \\ 1, & \frac{\pi/6}{\pi/6} \leq \theta < \frac{\pi}{6} \\ 0, & \theta \geq \frac{\pi}{6} \end{cases}, \quad \tilde{\mu}_{\tilde{M}_2}(\theta) = 1 - \tilde{\mu}_{\tilde{M}_1}(\theta)
\]

\[
\begin{aligned}
\dot{x} & = \frac{1}{\Delta_1} \begin{pmatrix} x_2 \\ x_4 \\ -\tilde{m}_{12} \tilde{y}_0 x_1 + 2\tilde{m}_{22} \tilde{d}_w \tilde{d}_b + 2\tilde{m}_{22} \tilde{d}_w \tilde{d}_b + \tilde{m}_{22} \tilde{d}_b \tilde{m}_{12} \tilde{d}_b + \tilde{m}_{22} \tilde{d}_b \tilde{m}_{12} \tilde{d}_b \end{pmatrix} + \frac{1}{\Delta_1} \begin{pmatrix} -\tilde{m}_{11} - \tilde{m}_{12} \\ \tilde{m}_{22} + \tilde{m}_{12} \end{pmatrix} u. \quad (4)
\end{aligned}
\]

\[
\begin{aligned}
\dot{x} & = \frac{1}{\Delta_2} \begin{pmatrix} x_2 \\ x_4 \\ -\tilde{m}_{12} \tilde{y}_0 \cos \frac{\pi}{6} x_1 + 2\tilde{m}_{22} \tilde{d}_w \tilde{d}_b + 2\tilde{m}_{22} \tilde{d}_w \tilde{d}_b + \tilde{m}_{22} \tilde{d}_b \tilde{m}_{12} \tilde{d}_b + \tilde{m}_{22} \tilde{d}_b \tilde{m}_{12} \tilde{d}_b \end{pmatrix} + \frac{1}{\Delta_2} \begin{pmatrix} \tilde{m}_{11} - \tilde{m}_{12} \cos \frac{\pi}{6} \\ \tilde{m}_{22} + \tilde{m}_{12} \cos \frac{\pi}{6} \end{pmatrix} \quad (5)
\end{aligned}
\]
in which \( \mu_{\tilde{M}_i}(\theta) \) and \( \tilde{\mu}_{\tilde{M}_i}(\theta) \) are the lower and upper membership functions, respectively. Note that we make \( \mu_{\tilde{M}_i}(\theta) \) and \( \tilde{\mu}_{\tilde{M}_i}(\theta) \) complementary to each other to simplify the computation and also the stability analysis.

The firing strength of the \( i \)th rule is

\[
M_i = \left[ \frac{\mu_{\tilde{M}_i}(\theta)}{\mu_{\tilde{M}_i}(\theta) + \tilde{\mu}_{\tilde{M}_i}(\theta)} \right], \quad i = 1, 2.
\]

Therefore, the defuzzified output of the IT2 TS fuzzy model, using the Nie–Tan method, is:

\[
\dot{x} = \sum_{i=1}^{2} M_i (A_i x + B_i u) = \sum_{i=1}^{2} \left[ \frac{\mu_{\tilde{M}_i}(\theta)}{\mu_{\tilde{M}_i}(\theta) + \tilde{\mu}_{\tilde{M}_i}(\theta)} \right] (A_i x + B_i u)
\]

\[
= \sum_{i=1}^{2} m_i(\theta) (A_i x + B_i u)
\]

where

\[
m_i(\theta) = \frac{\mu_{\tilde{M}_i}(\theta) + \tilde{\mu}_{\tilde{M}_i}(\theta)}{2}.
\]

Equation (6) will be considered as the model to be controlled in the next section.

### III. IT2 FLSs for Controlling the Balance, Position, and Direction of the MTWIP

This section introduces the IT2 FLSs for controlling the balance, position, and direction of the MTWIP.

#### A. Balance Control

Let the desired state of the MTWIP be \( x_d = [\theta_d, \dot{\theta}_d, \psi_d, \dot{\psi}_d]^T \). The first control objective is to guarantee the balance of the MTWIP by determining the feedback gains \( G_i \), so that the IT2 FLS can drive \( x \rightarrow 0 \). An IT2 parallel distributed compensation FLS with two rules in the following form is proposed:

**Balance Control Rule \( i \)**: If \( \theta \) is \( \tilde{M}_i \), then \( u = G_i x \), \( i = 1, 2 \)

where \( \tilde{M}_i \) are IT2 FSs defined in Fig. 2, and \( G_i \) are the constant local feedback gains to be determined. The defuzzified output, using again the Nie–Tan method, is:

\[
u = \sum_{i=1}^{2} \left[ \frac{\mu_{\tilde{M}_i}(\theta)}{\mu_{\tilde{M}_i}(\theta) + \tilde{\mu}_{\tilde{M}_i}(\theta)} \right] / 2 G_i x
\]

\[
= \sum_{i=1}^{2} \frac{\mu_{\tilde{M}_i}(\theta) + \tilde{\mu}_{\tilde{M}_i}(\theta)}{2} G_i x = \sum_{i=1}^{2} m_i(\theta) G_i x.
\]

The local feedback gains \( G_i \) are determined so that the state \( x \) approaches zero asymptotically. Substituting (7) into (6), it follows that:

\[
\dot{x} = \sum_{i=1}^{2} m_i(\theta) [A_i x + B_i \sum_{j=1}^{2} m_j G_j x]
\]

\[
= \sum_{i=1}^{2} m_i(\theta) \left[ \sum_{j=1}^{2} m_j G_j x + \sum_{j=1}^{2} m_j B_j G_j x \right]
\]

\[
= \sum_{i=1}^{2} \sum_{j=1}^{2} m_i(\theta)m_j(\theta)(A_i + B_i G_j)x
\]

\[
= \sum_{i=1}^{2} \sum_{j=1}^{2} m_i(\theta)m_j(\theta)K_{ij} x
\]

(8)

where \( K_{ij} = A_i + B_i G_j \), and we have used the fact that \( m_1(\theta) + m_2(\theta) = 1 \).

An LMI-based stability condition guaranteeing the stability of (8) is given by the following lemma.

**Lemma 1**: The equilibrium of the FLS in (6) is quadratically stable in the large if there exist symmetric matrices \( P \) and \( W \) such that

\[
\begin{bmatrix}
P & \bar{W} \\
\bar{W}^T & \bar{W}
\end{bmatrix} > 0
\]

\[
\begin{bmatrix}
P K_{ij}^T P + P K_{ii} + \bar{W}_{ii} < 0 \\
\bar{W}_{ij} K_{ij}^T P + K_{ij} + \bar{W}_{ij} \leq 0
\end{bmatrix}
\]

\[\text{W} = \begin{bmatrix}
W_{11} & W_{12} \\
W_{12} & W_{22}
\end{bmatrix}
\]

\[> 0\] . \( \Box \) (9)

**Proof**: Similar to Theorem 7 in [20], choose the Lyapunov function candidate as \( V(x) = x^T Px \). The time derivative of \( V(x) \) along the solution trajectory is

\[
\dot{V}(x) = x^T P \dot{x} + x^T P \dot{x}
\]

\[
= \sum_{i=1}^{2} m_i^2 [x^T (K_{ii}^T P + P K_{ii}) x] + \sum_{i \neq j} m_i m_j [x^T (K_{ij}^T P + P K_{ij}) x].
\]

From (9) we have

\[
K_{ii}^T P + P K_{ii} < -W_{ii}
\]

\[
K_{ij}^T P + P K_{ij} < -W_{ij}
\]

and hence

\[
\dot{V}(x) \leq \sum_{i=1}^{2} m_i^2 x^T W_{ii} x - \sum_{i \neq j} m_i m_j x^T W_{ij} x
\]

\[
= - \begin{bmatrix} m_1 x^T & m_2 x^T \
\end{bmatrix} \begin{bmatrix}
W_{11} & W_{12} \\
W_{21} & W_{22}
\end{bmatrix} \begin{bmatrix} m_1 x \\ m_2 x \end{bmatrix} < 0
\]

i.e., \( \dot{V}(x) \) is negative definite so that the equilibrium of the FLS in (6) is quadratically stable in the large. \( \blacksquare \)
Because $K_{ij} = A_i + B_i G_j$, (9) cannot be solved by the standard LMI. Let

$$Q = P^{-1}$$

$$G_i = -N_i Q^{-1}$$

$$Y_{ij} = Q W_{ij} Q.$$  

Then premultiply and postmultiply (8)–(9) by $Q$, we can obtain:

$$QA_i^T + A_i Q - N_i^T B_i^T - B_i N_i + Y_{ii} < 0$$

Note that the inequalities in (13) are LMIs of variables $Q, N_i$, and $Y_{ij}$, from which the controller gains $G_i$ can be easily solved.

*Lemma 2:* For the FLS in (8), suppose the unknown initial state vector $x_0$ is upper bounded by $\epsilon$, i.e., $\|x_0\| \leq \epsilon$. Then, the control input $u$ satisfies $|u| \leq \rho$ if the following conditions are added to those in Lemma 1:

$$\begin{bmatrix} Q & N_i^T \\ N_i & \rho^2 I \end{bmatrix} \geq 0$$

where $\epsilon$ and $\rho$ are predefined positive scalars. $\square$

*Proof:* From (10) and (14) we have

$$P = Q^{-1} \leq \frac{1}{\epsilon^2} I$$

and hence

$$x_0^T P x_0 \leq \frac{1}{\epsilon^2} x_0^T x_0 \leq 1.$$  

According to the Schur complement procedure, LMI (13) is equivalent to

$$\frac{1}{\rho^2} N_i^T N_i - Q \leq 0.$$  

Since $G_i = -N_i Q^{-1}$, (17) can be rewritten as

$$\frac{1}{\rho^2} G_i^T G_i - Q^{-1} \leq 0.$$  

From (7) and (18) it follows that

$$\|u\|^2 = u^T u = \sum_{i=1}^2 \sum_{j=1}^2 m_i m_j x^T G_i^T G_j x$$

$$\leq \frac{1}{2} \sum_{i=1}^2 \sum_{j=1}^2 m_i m_j x^T (G_i^T G_i + G_j^T G_j) x$$

$$\leq \rho^2 \sum_{i=1}^2 \sum_{j=1}^2 m_i m_j x^T Q^{-1} x.$$  

Considering the fact that $m_i(\theta) + m_j(\theta) = 1$ and $\dot{V}(x)$ is negative definite, (19) leads to

$$\|u\|^2 \leq \rho^2 x^T Q^{-1} x = \rho^2 x^T P x \leq \rho^2.$$  

This completes the proof.

Based on Lemmas 1 and 2, the control gains $G_i$ can be computed to guarantee $\lim_{t \to \infty} x = 0$.

### B. Position and Direction Control

So far we have introduced the balance controller. Next we will propose two IT2 Mamdani FLSs for the position and direction control of the MTWIP.

Intuitively, when the inverted pendulum leans forward ($\theta > 0$), the MTWIP should also move forward to balance it, and vice versa. So, position control can be achieved by giving a certain inclination angle to the inverted pendulum. Meanwhile, direction control can be achieved by applying the following control signals to the left and right wheels:

$$u_l = u_p - u_{\alpha}$$

$$u_r = u_p + u_{\alpha}$$

where $u_l$ and $u_r$ are control signals for the left and right wheels, respectively, $u_p$ is the output of the IT2 position controller, and $u_{\alpha}$ is the output of the IT2 direction controller.

The position controller employs IT2 Mamdani If–Then rules in the following form:

**Position Control Rule i:** If $p_{\alpha}$ is $\tilde{A}_D$ and $\theta$ is $\tilde{B}_\theta$,

Then $\theta_{\text{off}}$ is $\tilde{C}_\theta$.

where $p_{\alpha}$ is the error of the position, and $\theta$ is the change rate of the inclination angle. Note that the output of the position controller is $\theta_{\text{off}}$ instead of a direct control signal. As shown in Fig. 4, $\theta_{\text{off}}$ is then fed into the balance controller. If $\theta_{\text{off}}$ is not zero, then the balance controller thinks the MTWIP is out of balance, so it drives the MTWIP forward or backward to balance it, but in fact achieves our desired position control.

Similarly, the direction controller employs the following IT2 Mamdani If–Then rules:

**Direction Control Rule i:** If $\alpha_{\alpha}$ is $\tilde{A}_\alpha$ and $\dot{\theta}$ is $\tilde{B}_\theta$,

Then $u_{\alpha}$ is $\tilde{C}_\alpha$.

---

**Fig. 3.** IT2 membership functions of the antecedents and consequent in the position and direction controllers.

---
where $\alpha_e$ is the error of the direction, and $\dot{\alpha}_e$ is its change rate. The ranges of the above variables are given in Table I.

The domain of each antecedent and consequent is partitioned into seven overlapping triangular IT2 FSs (NB, NM, NS, ZO, PS, PM, and PB), as shown in Fig. 3. The rulebase is shown in Table II, which implements a usual diagonal controller similar to the fuzzy sliding mode controller [13], [32]. The minimum $t$-norm, and the Begian–Melek–Mendel type-reduction and defuzzification approach [2], [40], were used in the IT2 FLSs.

The overall IT2 FLS scheme is shown in Fig. 4.

### IV. EXPERIMENTAL RESULTS

In this section, the performance of the proposed IT2 FLS is compared with that of a T1 FLS on a real MTWIP shown in Fig. 5. The two wheels, which are placed on the same axis, are directly connected to the output shaft of the DC-brushed motors. The configurations of the MTWIP are measured and given in Table III. However, no matter how carefully the parameters were measured, they cannot be 100% accurate, and hence there were inevitable modeling uncertainties due to inaccurately estimated parameters and external disturbances.

Fig. 6 shows the results from the first experiment, which involved only the balance controller. The initial condition was $x_0 = [0.48, 0, 0, 0]^T$. Observe that the T1 FLS resulted in persistent oscillations, whereas the IT2 FLS was very stable.

Fig. 7 shows the results from the second experiment, which tested the balance and position controllers together. The initial conditions were the same as those in Experiment 1, and the desired position was $p_d = 0.7$. Again, the T1 FLS resulted in persistent oscillations, but the IT2 FLS was very stable.

Fig. 8 shows the results from the third experiment, which included the balance, position, and direction controllers. The initial conditions were the same as those in the first two
experiments. The desired position and direction were $p_d = 1$ and $\alpha_d = 1.5$. Fig. 9(a) and (b) show the sequential pictures taken from this experiment from two different angles. Observe that the T1 FLS resulted in persistent oscillations or steady-state errors, whereas the IT2 FLS was much more stable and accurate.

In summary, all three experiments showed that, when there were modeling uncertainties, the T1 FLS tended to produce persistent oscillations, whereas the IT2 FLS was much more stable and accurate. In other words, the IT2 FLS was better able to cope with modeling uncertainties.

V. DISCUSSIONS

This section presents discussions on the robustness and stability of the proposed IT2 FLS.

A. Robustness of the IT2 FLS

In the previous section, we have shown, through real-world experiments, that the IT2 FLS was more robust than the T1 FLS. This conclusion is consistent with those in [19], [41]–[44]. But why IT2 FLSs are more robust? The reason was initially investigated in [45] and then in more details in [39]. We summarize their results here for the completeness of this paper.

Several researchers [19], [41], [43], [44] have shown that an IT2 FLS can give a smoother control surface than its T1 counterpart, especially in the region around the steady state [for a proportional-integral (PI) controller, this means that both the error and the change of error approach 0]. As a result, small disturbances around the steady state will not result in significant control signal changes and, thus, minimize the amount of oscillations. Wu and Tan [41], [44] made use of this property to design simplified IT2 FLSs, where IT2 FSs are only used for the region around 0 in each input domain, and T1 FSs are used in other regions. This simplified IT2 FLS preserves the robustness of traditional IT2 FLSs, with significantly reduced computational cost.

Wu and Tan [39], [45] then mathematically showed that when the baseline T1 FLS implements a linear PI controller and the IT2 FSs of the IT2 FLS are obtained from symmetrical perturbations of the T1 FSs, the resulting IT2 FLS implements a variable gain PI controller around the steady state. These gains are smaller than the original PI gains of the baseline T1 FLS, especially around the steady state. As a result, the IT2 FLS has a smoother control surface around the steady state. The PI gains of the IT2 FLS also change with the inputs, which cannot be achieved by the baseline T1 FLS.

However, all above analyses focused on IT2 FLSs using the Karnik–Mendel type-reducer. In this paper, we used the Nie–Tan and Begian–Melek–Mendel type-reducers for their simplicity. The robustness of IT2 FLSs using the Begian–Melek–Mendel type-reducer has been studied in [5]. It concluded that both T1 and IT2 FLSs can be designed to achieve robust behavior in various applications. However, IT2 FLSs have a more flexible structure and exhibited relatively small approximation errors in several examples in [5]. In this paper, we coupled several IT2 FLSs together, which makes a comprehensive robustness analysis more challenging. Nevertheless, this will be one of our future research directions.

B. Stability of the IT2 FLS

To facilitate the stability analysis of IT2 FLSs, Biglarbegian et al. [4] proposed an inference mechanism that was formulated in closed form and hence does not require the iterative Karnik–Mendel algorithms [27]. By using their inference mechanism, LMI stability conditions for IT2 TSK FLSs and IT2 TS FLSs were derived and transformed into the standard formats that can be easily solved using software tools such as the MATLAB LMI toolbox. Furthermore, Jafarzadeh et al. [17], [18] obtained stability conditions for general type-2 TSK FLSs. Unlike results using a common Lyapunov function, their results do not require the stability of all consequents for stability investigation. In this paper, we proved the stability of IT2 TS FLSs in a different way. By using the Nie–Tan method, the defuzzified output of the IT2 FLS can be described by (4), which has the same structure as the T1 FLS studied in [16], [35]. Therefore,
the related stability conditions of T1 FLS can be easily applied in our IT2 FLS case.

VI. CONCLUSION

In this paper, an integrated IT2 FLS that simultaneously models and controls an MTWIP was proposed, and its effectiveness was verified through real-world experiments. Our results showed that the designed IT2 FLS was better able to cope with the modeling uncertainties than its T1 counterpart and performed better on the actual plant. These results are consistent with previous findings in the literature [19], [41]–[44].
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