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Abstract—Rapid serial visual presentation based brain-
computer interface (BCI) system relies on single-trial classifi-
cation of event-related potentials. Because of large individual
differences, some labeled subject-specific data are needed to
calibrate the classifier for each new subject. This paper proposes
an online weighted adaptation regularization (OwAR) algorithm
to reduce the online calibration effort, and hence to increase the
utility of the BCI system. We show that given the same number of
labeled subject-specific training samples, OWAR can significantly
improve the online calibration performance. In other words,
given a desired classification accuracy, OwWAR can significantly
reduce the number of labeled subject-specific training samples.
Furthermore, we also show that the computational cost of OWAR
can be reduced by more than 50% by source domain selection,
without a statistically significant sacrifice of classification perfor-
mance.

Keywords—Brain-computer interface (BCI), EEG, event-related
potentials (ERP), domain adaptation, transfer learning, single-trial
classification, online calibration

I. INTRODUCTION

Single-trial classification of event-related potentials (ERPs) is used
in many real-world brain-computer interface (BCI) applications. For
example, in a rapid serial visual presentation (RSVP) based BCI
system, an analyst is shown a sequence of images in rapid succession
(e.g. 2-10 Hz) [6], [19], and he/she needs to detect sparsely-appearing
target images that appear in a series of non-target or distractor
stimuli. Each image is classified based on the EEG response of the
analyst. A target image usually evokes the P300 ERP, which can be
detected by the BCI system [18] and triaged for further inspection.
RSVP-based BCI systems enable image analysts to detect targets in
large aerial photographs faster and more accurately than traditional
standard searches [17], [23], [30].

However, because of large individual differences, it is very dif-
ficult to build a generic classifier whose parameters fit all subjects.
Usually some labeled subject-specific data are needed to calibrate the
classifier for each new subject. Reducing this calibration effort, i.e.,
minimizing the number of labeled subject-specific data required in
calibration, would greatly increase the utility of the BCI system.

Generally there are two types of calibration in BCI:

1) Offline calibration, in which a pool of unlabeled EEG epochs
have been obtained a priori, and a user is queried to label
some of these epochs, which are then used to train a classifier
to label the remaining epochs in the pool.

2) Online calibration, in which some labeled EEG epochs are
obtained on-the-fly, and then a classifier is trained from them
to classify future (unseen) EEG epochs.
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The major different between offline calibration and online calibration
is that, in the former, the unlabeled EEG epochs can be used to
help design the classifier, whereas in online calibration there are no
unlabeled EEG epochs. Additionally, in offline calibration we can
query any epoch in the pool for the label, but in online calibration
usually the sequence of the epochs is pre-determined and the subject
has little control on which epochs he/she will see next.

Transfer learning (TL) [16], which makes use of auxiliary data
to improve the learning performance of a new task, has started to
find applications in both offline and online BCI calibration [1], [12],
[13], [24], [28]. The auxiliary data could be legacy data from the
same subject in the same task or similar tasks, or legacy data from
different subjects in the same task or similar tasks.

A TL approach, weighted adaptation regularization with source
domain selection (WARSDS), was proposed in [29] for offfine single-
trial classification of ERPs in a visually-evoked potential task. It
showed that wARSDS significantly outperformed the baseline algo-
rithm, which did not use TL, and a simple TL approach proposed
in [28]. This paper extends wARSDS to online BCI calibration, and
shows that online wARSDS (OwARSDS) can significantly reduce
the online calibration effort, compared with a baseline approach
that does not use TL, and the simple TL approach proposed in
[28]. As individual differences are also a well-known and pervasive
phenomenon in psychology and affective computing [4], [10], [11],
[21], [25], we believe OWARSDS will also be applicable to these
areas.

The rest of the paper is organized as follows: Section II introduces
the details of the OwARSDS algorithm. Section III describes experi-
mental results and performance comparisons of different algorithms.
Section IV draws conclusions.

II. ONLINE WEIGHTED ADAPTATION REGULARIZATION
WITH SOURCE DOMAIN SELECTION (OWARSDS)

This section introduces the OWARSDS algorithm, which extends
the offline wARSDS algorithm [29] to online BCI calibration. Similar
to wARSDS, OwARSDS also copes well with class-imbalance prob-
lem and multiple source domains. For simplicity, we only consider
2-class classification here.

OwARSDS consists of two parts: source domain selection (SDS)
to select the closest source domains, and online weighted adaptation
regularization (OwWAR) for each selected source domain. We will
introduce OwWAR first, and then SDS, because SDS relies on the
results of OWAR.

A. OwWAR: Problem Definition

A domain [14], [16] D in TL consists of a d-dimensional feature
space X’ and a marginal probability distribution P(x), i.e., D =
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{X,P(x)}, where x € X. Two domains D, and D; are different
means Xs # Xy, and/or Ps(x) # Pi(x).

A task [14], [16] T in TL consists of a label space ) and a
conditional probability distribution Q(y|x). Two tasks 75 and 7; are
different means Vs # Y, or Qs(y|x) # Q+(y|x).

Given a source domain D, with n labeled samples,
{(%x1,91), -+, (Xn,yn)}, and a target domain D; with m labeled
samples, {(Xn+1, Yn+1)s s (Xntm, Yn+m )}, domain adaptation TL
aims to learn a target prediction function f : x; +— y: with low
expected error on D, under the assumptions Xs = X%, Vs = 4,
Ps(x) # Pi(x), and Qs (y[x) # Q:(y[x).

For example, in a RSVP task, EEG epochs from a new subject
are in the target domain, while EEG epochs from an existing subject
(usually different from the new subject) are in the source domain.
There could be more than one source domain, but in OwWAR we
consider each source domain separately. A single data sample would
consist of the feature vector for a single EEG epoch from a subject,
collected as a response to a specific visual stimulus. Though the
features in source and target domains are computed in the same way,
generally their marginal and conditional probability distributions are
different, i.e., Ps(x) # P:(x) and Qs(y|x) # Q:(y|x), because
the two subjects usually have different neural responses to the same
visual stimulus. As a result, the auxiliary data from a source domain
cannot represent the primary data in the target domain accurately,
and must be integrated with some labeled data in the target domain
to induce the target predictive function.

B. OwAR: The Learning Framework
Because

_ _ Pxy) _ Qly)Py)

f(X) - Q(ylx) - P(X) - P(X) ) (1)
to use the source domain data in the target domain, we need to make
sure' Ps(xs) is close to Pi(x¢), and Qs(xs|ys) is also close to
Qr(xt|ye)-

Let the classifier be f = w” ¢(x), where w is the classifier
parameters, and ¢ : X +— H is the feature mapping function that
projects the original feature vector to a Hilbert space H. The learning
framework of OWAR is formulated as:

n+m

D weil(f(%), i)

i=n+1
+ 0|l fll% + AlDg,k (Ps, Pe) + Ds i (Qs, Q1)) )

where n is the number of labeled samples in the source domain, m
is the number of labeled samples in the target domain, ¢ is the loss
function, K € R™+™*(+m) jg the kernel function induced by ¢
such that K (x;,x;) = (¢(x:), ¢(x;)), and o and X are non-negative
regularization parameters. w; is the overall weight for target domain
samples, which should be larger than 1 so that more emphasis is
given to target domain samples than source domain samples. ws ; is
the weight for the i*" sample in the source domain, and w ; is the
weight for the i*® sample in the target domain, i.e.,

7 = argmin' > w, f(F(x2), ) + e
ferk =

o 17 X; € 'Ds,1 (3)
Wi = ni/(n—m), x; € Dso

o 1, X; € Dia
Wei = { m1/(m — ’ITL1)7 X; € 'Dt,2 @

in which D, . = {xi|x; € Ds Ay; = c} is the set of samples in
Class c of the source domain, Di. = {x;|x; € D: Ay; = c} is
the set of samples in Class c of the target domain, n. = |Ds,.| and

I'Strictly speaking, we should also make sure Ps(y) is also close to Pi(y).
However, in this paper we assume all subjects conduct similar RSVP tasks,
so Ps(y) and P¢(y) are intrinsically close. Our future research will consider
the general case that Ps(y) and Py (y) are different.
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me = |Dy,c|. The goal of ws,; (wy,;) is to balance the number of
samples from difference classes in the source (target) domain.

Briefly speaking, the first two terms in (2) minimize the loss
on fitting the labeled samples in the source domain and target
domain, respectively. The 3rd term minimizes the structural risk of the
classifier. The last term minimizes the distance between the marginal
probability distributions in the two domains, and also the distance
between the conditional probability distributions.

By the Representer Theorem [2], [14], the solution of (2) is:

n+m
f(x) = Z i K (xi,x) = o K(X,x) ©)
i=1
where X = [X1, ..., Xntm]T» and & = [, ..., Qpym]” are coeffi-

cients to be computed.

Note that the formulation and derivation of OWAR closely resem-
ble the adaptation regularization - regularized least squares (ARRLS)
algorithm proposed by Long et al. [14]; however, there are some
major differences:

1) OwWAR assumes labeled samples from the target domain can
be obtained on-the-fly, whereas ARRLS assumes all samples
in the target domain are available and unlabeled, i.e., OWAR
considers online calibration, whereas ARRLS considers offline
calibration.

2) OwAR explicitly considers the class imbalance problem in
both source and target domains by introducing the weights
on samples from different classes, whereas ARRLS does not
consider that.

3) ARRLS also includes manifold regularization [2]. We investi-
gated it but was not able to achieve improved performance in
our application, so we excluded it in this paper.

Additionally, with the help of SDS, OWARSDS can effectively handle
multiple source domains, whereas ARRLS only considers one source
domain.

The OwWAR algorithm is also very similar to the wAR algorithm in
[29]. The major difference is that wAR considers offline calibration,
which assumes there are m, unlabeled target domain samples, in
addition to the m labeled target domain samples, whereas OwWAR
considers online calibration, which only has access to the m labeled
target domain samples. As a result, the procedure for solving o in
(5) is different.

C. OwAR: Loss Functions Minimization
The squared loss for regularized least squares

UF (i), yi) = (yi — F(x2)) ©)
is considered in this paper. Let
Yy = [yh ceey yn+m]T (7)

where {y1,...,yn} are known labels in the source domain, and
{Yn+1, -+, Yntm  are known labels in the target domain. Define
E e RFmx(m+m) g 3 diagonal matrix with

EMI{

Then, substituting (5) and (6) into the first two terms in (2), it follows
that

1<i<n

ws,h
n+l1<i:1<n+m ®)

WtWt, i,

n n+m
D we il (f(xi)yi) +we Y weil(f(xi), i)
i=1 i=n+1
n n+m
= weilyi — f(x) +we Y wealy — f(x:))°
i=1 i=n+1
n+m
=" Bulyi - fx)) = 0" - «"K)E? |’ ©
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D. OwAR: Structural Risk Minimization

As in [14], [29], we define the structural risk as the squared norm
of fin Hk, i.e.,

n+m n+m
I = D fei) x D F(xy)
i=1 Jj=1

n+m n+m

= Z Z i K (xi,%5) = a’ Kax

i=1 j=1
E. OwAR: Marginal Probability Distribution Adaptation

Similar to [14], [20], we compute Dy i (Ps, P¢) using the pro-
jected maximum mean discrepancy (MMD):

10)

2

1 n 1 n+m
Dy x(Ps, ) = EZf(Xi)— -~ > )
i=1 i=n+1
=o' KMyKa (11
where Mo € R ™) *(n+m) i the MMD matrix:
&, 1<i<n1<j<n
1 .
. ==, n+l<i<n+m,
(Mo)i; = n+1<j<n+m a2
—L_ otherwise
1

F. OwAR: Conditional Probability Distribution Adaptation

Let Dy = {xi|xi € Ds Ay; = c} be the set of samples in
Class ¢ of the source domain, D; . = {x;|x; € D: Ny; = c} be
the set of samples in Class c of the target domain, n. = |Ds |, and
me = |Ds,c|. Then, the distance between the conditional probability
distributions in source and target domains is computed as:

Dy, x(Qs, Q1)
Sy L
= -
c=1
Substituting (5) into (13), it follows that

nyK(Q-SV Qt)

2

PORFICORET ) SEFes)

x;€Ds, ¢ x; €Dt

13)

(14)

M = My + M- (15)

in which M; and M, are MMD matrices computed as:

1/7137
1/m§7
_1/(ncmc)7

Xi, X5 € 'DS,c

Xi, X5 € Dt,c

X; € ,Ds,mxj S Dt,c, or
X; € Ds,axi € 'Dt,c

0, otherwise

G. OWAR: The Closed-Form Solution
Substituting (9), (10), (11) and (14) into (2), it follows that

(Me)ij = (16)

f =argmin ||(y" — ozTK)E%H2 +oa"Ka
ferk

+ X" K(Mo + M)Ka (17)

Setting the derivative of the objective function above to O leads to

a=[(E+AMy+AM)K +oI] 'Ey (18)
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H. Source Domain Selection (SDS)

SDS is mainly used to reduce the computational cost, because
when there are many source domains, performing OwAR for each
source domain and then aggregating the results would be very time-
consuming. However, SDS may also potentially improve classifica-
tion performance, because source domains that are very noisy or very
far away from the target domain may contaminate the results.

The SDS procedure in OWARSDS is very close to the one
proposed in [29]. The only difference is that SDS in [29] also makes
use of the unlabeled target domain samples, whereas here SDS only
makes use of the m labeled target domain samples (because there
are no unlabeled target domain samples in online calibration).

Assume there are Z different source domains. For the 2" source
domain, we first compute m_ . (¢ = 1, 2), the mean vector of each
class. Then, we also compute m; ., the mean vector of each class in
the target domain, from the m labeled samples. The distance between
the two domains is:

2
d(z,) = 3 |Imee — mucl] (19)
c=1

We next cluster the Z numbers, {d(z,t)}.=1,....z, by k-means clus-
tering, and finally choose the cluster that has the smallest centroid,
i.e., the source domains that are closest to the target domain. In this
way, on average we only need to performing OWAR for Z/k source
domains. We used k = 2 in this paper.

1. The Complete OWARSDS Algorithm

The pseudo code for the complete OWARSDS algorithm is de-
scribed in Algorithm 1. We first use SDS to select the closest source
domains, and then perform OwAR for each selected source domain
separately. The final classification is a weighted average of these
individual classifiers, with the weight being the training accuracy of
the corresponding OwWAR.

III. EXPERIMENTS AND DISCUSSIONS

RSVP experimental results are presented in this section to demon-
strate the performance of OWARSDS.

A. Experiment Setup

Short 500-ms video clips were used in this RSVP experiment [15],
[22]. Each video clip consisted of five consecutive 100-ms images.
Targets are people or vehicles, and non-targets are background scenes.
Participants were instructed to make a manual button press with
their dominant hand only when they detected a target. 64-channel
512 Hz EEG signals were recorded using a BioSemi Active Two
system. They were referenced offline to the average of the left and
right earlobes. External leads were placed on the outer canthi and
below the orbital fossa of both eyes to record electrooculography.
The experiments were approved by U.S. Army Research Laboratory
(ARL) Institutional Review Board [26], [27].

B. Preprocessing and Feature Extraction

Data from 15 subjects (9 male, ages 18-57, average 39.5) were
used in this analysis. We used EEGLAB [7] for EEG signal prepro-
cessing and feature extraction. Of the 64 BioSemi EEG channels, we
only used 21 channels (Cz, Fz, P1, P3, PS5, P7, P9, PO7, PO3, O1, Oz,
POz, Pz, P2, P4, P6, P8, P10, PO8, PO4, O2) mainly in the parietal
and occipital areas. We first band-passed the EEG signals to [1, 50]
Hz, then downsampled them to 64 Hz, and next epoched them to the
[0,0.7] second interval timelocked to stimulus onset. We removed
mean baseline from each channel in each epoch and removed epochs
with incorrect button press responses. The final numbers of epochs
from the 15 subjects are shown in Table I. Observe that there is
significant class imbalance for every subject; that’s why we need to
use ws,; and wy,; in (2) to balance the two classes in both domains.

IEEE
ycomputer
psoaety



TABLE I
NUMBERS OF EPOCHS AND TARGETS FOR EACH SUBJECT AFTER PREPROCESSING.

Subject 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Number of Epochs | 2,114 1,669 2,176 2,234 2,223 1866 1,996 2244 2,196 2251 2,043 2217 2,018 1957 2,259
Number of Targets 338 266 349 355 354 301 320 357 347 358 327 352 325 317 357

Algorithm 1: The OwWARSDS algorithm.

Input: Z source domains, where the 2" (z = 1,..., 2)
domain has n labeled samples {x7?,y?}i=1,... n.;
m labeled target domain samples,
{xz'vy;}j:l,...,m;
Parameters o, A\, and k in k-means clustering.

Output: The OWARSDS classifier.

// SDS starts

if m == 0 then

Select all Z source domains;

Go to OwAR.

else
for z=1,2,...,7Z do
Compute d(z,t), the distance between the target

domain and the z*" source domain, by (19).
end

Cluster {d(z,t)}.=1,...,z by k-means clustering;
Retain only the Z’ source domains that belong to the
cluster with the smallest centroid.

end

// SDS ends; OwAR starts

Choose a kernel function K (x;,%;) ;

for z=1,2,.... 7 do

Construct feature matrix {X;};j=1,...n.+m, wWhere the
first n, rows are the samples from the z*" source
domain, and the next m rows are labeled samples
from the target domain;

Compute kernel matrix K, from {x;};=1, .,
Construct y in (7), E in (8), My in (12), and M in
15);

Compute ¢ by (18) and record it as a;

Use o, to classify the n, + m labeled samples from
both domains and record the accuracy as a;

end
Return f(x) = Zzzzl a0, K, (X,x).

Each [0, 0.7] second epoch contains 21 x 45 raw EEG mag-
nitude samples. To reduce the dimensionality, in each iteration of
OwARSDS, we performed a simple principal component analysis to
take the first 20 principal components as features. We then normalized
each feature dimension separately to [0, 1].

C. Evaluation Process and Performance Measure

Although the data was collected offline and we know the labels
of all EEG epochs for all 15 subjects, we simulate a different and
realistic incremental online calibration scenario: we have labeled
EEG epochs for 14 subjects, but initially no labeled samples at all
from the 15th subject; we generate labeled samples from the 15th
subject iteratively and sequentially on-the-fly, which are used to train
a classifier to label the remaining epochs from that subject. The
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performance measure is an average of the accuracy on target class
and the accuracy on non-target class. We repeat this procedure 15
times so that each subject has a chance to be the “15th” subject.

More specifically, assume the 15th subject had M sequential
epochs in the offline RSVP experiment, and in simulated incremental
online calibration we want to label p successive epochs in each
iteration, starting from zero labeled epoch. We first generate a random
number mo € [1, M], representing the starting position in the RSVP
sequence. Then, in the first iteration, we add Epochs mq, mo + 1,
.., mog + p — 1 to the training dataset, build different classifiers,
and test their performances on the remaining M — p epochs. In the
next iteration, we continue adding Epochs mo + p, mo +p + 1, ...,
mo + 2p — 1, build different classifiers, and test their performances
on the remaining M — 2p epochs. We continue the iterations until
the maximum number of iterations is reached. When the end of the
sequence is reached, we rewind to the beginning of the sequence,
e.g., if mo = M, then Epoch mo + 1 would be the 1st sample in the
RSVP sequence, Epoch m¢ + 2 would be the 2nd, etc.. To obtain
statistically meaningful results, this process was repeated 10 times,
each time with a random starting point my.

D. Algorithms

We compared the performances of OwWARSDS with five other
algorithms:

1) Baseline 1 (BL1), which assumes we know all labels of
the samples from the new subject, and uses 5-fold cross-
validation and SVM to find the highest classification accuracy.
This usually represents an upper bound of the classification
performance we can get, by using the data from the new subject
only.

Baseline 2 (BL2), which is a simple iterative procedure: in
each iteration we sequentially select five unlabeled training
samples from the new subject, label and add them to the
labeled training dataset, and then train an SVM classifier by
5-fold cross-validation. We iterate until the maximum number
of iterations is reached.

The TL algorithm introduced in [28], which simply combines
the labeled samples from the new subject with samples from
each existing subject and train a SVM classifier. The final
classification is a weighted average of all individual classi-
fiers, with weight being the cross-validation accuracy of the
corresponding classifier.

TLSDS, which is the above TL algorithm with SDS.

OwAR, which uses data from all 14 existing subjects as
auxiliary data, instead of performing SDS.

Weighted 1ibSVM [5] with RBF kernel was used as the classifier
in BL1, BL2, TL and TLSDS. We chose w: = 2 in OwWAR and
OwARSDS to give the labeled target domain samples more empbhasis,
and 0 = 0.1 and A = 10, following the practice in [14], [29].

2)

3)

4)
5)

E. Experimental Results

The performances of the six algorithms, which are averaged across
the 10 runs for each subject, are shown in Fig. 1, where each subfigure
represents a different “15th” subject. The average performance of the
six algorithms across the 15 subjects is shown in Fig. 2. Observe that:

1) Generally the performances of all algorithms (except BLI,

which is not iterative) increase as more subject-specific training
samples are labeled and added, which is intuitive.
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Subject 1 Subject 2 Subject 3 Subject 4
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Fig. 1. Performance of the six algorithms for each individual subject, averaged over 10 runs. Horizontal axis: m, number of labeled subject-specific training
samples; vertical axis: classification accuracy.

2)

3)

4)

5)
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BL2 cannot build a model when there are no labeled samples
at all from the new subject (observe that the first point on
the BL2 curve in Fig. 1 is always .5, representing random
guess), but all TL based algorithms can, because they can
borrow information from other subjects. Moreover, without any
labeled samples from the new subject, OWAR and OwWARSDS
can build a model with an average classification accuracy of
71.17%, which is much better than random guess.

On average TL outperforms BL2, because it can borrow useful
information from other subjects.

TLSDS always outperforms TL, especially when m is small.
This is because TL uses a very simple way to combine
the samples from the new and existing subjects, and hence
an existing subject whose ERPs are significantly different
from the new subject’s would have a negative impact on the
final classification performance. SDS removes (some of) such
subjects, and hence benefits the performance.

On average OWAR and OWARSDS significantly outperform
BL2, TL, and TLSDS. This is because a sophisticated domain

571

6)

7)

adaptation algorithm is used in OWAR and OwWARSDS, which
explicitly considers class imbalance, and is optimized not only
for high classification accuracy, but also for small structural
risk and close similarity of the features.

On average OWARSDS has slightly worse performance than
OwAR, but instead of using 14 subjects in OWAR, OWARSDS
uses on average 5.8 subjects in our experiment, which repre-
sents a 58.57% computational cost saving.

SDS selects the most similar source domains according to
the distance on the class-conditional feature means, which
performs well for the majority of the 15 subjects. However,
Fig. 1 also shows that for Subjects 2 and 11, the performance of
OwARSDS may be worse than BL2 sometimes. This suggests
that SDS still has room for improvement. Alternatively, it may
be possible to develop some heuristics on when the current
SDS approach may not work well. These are some of our
future research directions.

Non-parametric multiple comparison tests using Dunn’s procedure

[81, [9] was used to determine if the difference between any pair of

IEEE
ycomputer
psoaety



algorithms is statistically significant, with a p-value correction using
the FDR method by [3]. The overall performance of each of the five
algorithms (BL1 was not included because it is not iterative) was
measured by the area-under-performance-curve, the area under the
curve of the accuracies obtained at each of the 10 runs, normalized
to [0, 1]. The results showed that the performances of OWAR and
OwARSDS are statistically significantly different from BL2, TL, and
TLSDS (p = .0000 in all cases). There is no statistically significant
performance difference between OwAR and OWARSDS (p = .0263).

BL1

= = = BL2

= = = TLSDS
OwAR

= = = OwARSDS

0.8

0.7

0.6

Classification accuracy

\

\

|

L

R

|
|
|

0.5
0 200 400 600 800 1000

my, Number of labeled subject-specific training samples

Fig. 2. Average performance of the six algorithms across the 15 subjects.

In summary, we have demonstrated that given the same number
of labeled subject-specific training samples, OWAR and OwARSDS
can significantly improve online calibration performance. In other
words, given a desired classification accuracy, OWAR and OwWARSDS
can reduce the number of labeled subject-specific training samples.
For example, in Fig. 2, the average classification accuracy of BL2
is 71.25%, given 1000 labeled subject-specific training samples.
However, OWAR and OwARSDS can achieve average accuracy
71.17% without using any subject-specific training samples.

IV. CONCLUSIONS

RSVP-based BCI system relies on single-trial classification of
ERPs. Because of large individual differences, some labeled subject-
specific data are needed to calibrate the classifier for each new
subject. This paper proposed a novel OWAR algorithm to reduce the
online calibration effort, and hence to increase the utility of the BCI
system. We showed that given the same number of labeled subject-
specific training samples, OWAR can significantly improve the online
calibration performance. In other words, given a desired classification
accuracy, OWAR can significantly reduce the number of labeled
subject-specific training samples. Furthermore, we also showed that
the computational cost of OWAR can be reduced by more than 50%
by source domain selection, without a statistically significant sacrifice
of classification performance. As individual differences are also a
well-known and pervasive phenomenon in psychology and affective
computing, we believe our approaches are also applicable there.
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