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Abstract—Multiview datasets are frequently encountered in learning tasks, such as web data mining and multimedia information analysis. Given a multiview dataset, traditional learning algorithms usually decompose it into several single-view datasets, from each of which a single-view model is learned. In contrast, a multiview learning algorithm can achieve better performance by cooperative learning on the multiview data. However, existing multiview approaches mainly focus on the views that are visible and ignore the hidden information behind the visible views, which usually contains some intrinsic information of the multiview data, or vice versa. To address this problem, this paper proposes a multiview fuzzy logic system which utilizes both the hidden information shared by the multiple visible views and the information of each visible view. Extensive experiments were conducted to validate its effectiveness.
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I. INTRODUCTION

MULTIVIEW learning is a machine learning paradigm that focuses on the data represented by different feature sets. The main reason for the arising of multiview learning is that more and more datasets can be represented by different attribute sets, i.e., they are collected with multiple views in practical scenes. For example, during food fermentation process, the food fermentation index can be recorded from two aspects: fermentation conditions and chemical index [3]. Another example is content based web image retrieval, where each image can be described by visible pixels and the associated text simultaneously [1]. Multiview learning has shown very promising results in such applications [2]–[7].

Multiview learning usually aims to learn one model by integrating the information of multiple views to improve the generalization performance. A naive solution for multiview learning concatenates all views into one single view and applies traditional single-view learning algorithms directly. However, this can easily result in overfitting when the training set is small, and also the specific statistical property of each view is lost. A noteworthy merit of multiview learning is that the performance on a single view dataset may still be improved by using artificially generated multiple views.

Many multiview learning approaches have been proposed in the literature. Representative ones are reviewed below.

1) Multiview classification, which applies multiview learning to classification problems. A frequently used technique is coregularization, which adds regularization terms to the objective function to make data from multiple views consistent. For example, an approach combining kernel canonical component analysis and support vector machine (SVM) was proposed in [7], a multiview transductive SVM was proposed in [5] by introducing global constraint variables, and a multiview Laplacian SVM was proposed in [6] by integrating manifold regularization and multiview regularization with a traditional SVM. Ensemble learning has also been extended to multiview settings [37], [43], and shown good performance on the high-dimensional data and poem data. A multiview perceptron using a deep model for learning face identity and view representation was proposed in [38].

2) Multiview clustering, which is unsupervised. A collaborative clustering algorithm based on the classical fuzzy c-means (FCM) approach was proposed in [9], which used collaborative partition by controlling the fuzzy partitions among different views. Two different collaborative multiview clustering approaches were proposed in [2] using more sophisticated view corporation mechanisms. Two new multiview clustering algorithms based on kernel k-means and spectral clustering were proposed in [10]. An expectation-maximization-based collaborative multiview clustering method, Co-EM, was proposed in [11]. A canonical correlation analysis based multiview cluster-
A novel tensor-based framework for integrating heterogeneous multiview data in the context of the spectral clustering was proposed in [39]. A new robust large-scale multiview clustering method that integrates multiple representations of large scale data was proposed in [40]. A multiview learning model, which integrates all features and learns the weight for every feature with respect to each cluster individually, was proposed in [41]. Most of the above-mentioned methods are based on the feature transformation [39]–[41], which transforms features form different views to a common feature space.

3) Multiview regression: A multiview regression approach using canonical correlation analysis was proposed in [13]. A multiview low-rank model that imposes low-rank constraints on the multiview regression model was proposed in [35]. A multiview regression model combining feature selection, low-rank, and subspace learning was proposed in [36].

Fuzzy sets and fuzzy logic systems (FLSs) have also been successfully used in multiview learning. For multiview clustering, a weighed fuzzy multiview collaborative clustering algorithm based FCM was proposed in [14] by introducing a penalty factor, and a minimax FCM multiview clustering algorithm was proposed in [15] by introducing minimax optimization into the classical FCM. For multiview classification, the large margin learning mechanism was introduced into the objective function of the classical Takagi–Sugeno–Kang (TSK) FLS, and then a collaborative learning based two-view fuzzy classification system was proposed in [16]. A multiview FLS for epilepsy EEG signal recognition was proposed in [17], which achieved better performance in epilepsy detection than many other methods.

Although existing multilearning techniques have shown promising performance in different applications, there is still room to improve due to the following fact. Most multiview data come from different domains or different feature extraction methods. Thus, there exists otherness among different views. Meanwhile, the features come from different views describe the same objects, so there also exists internal relation among different views. Thus, multiview learning usually follows two principles: complementarity principle and consistency principle. The complementarity principle aims to make full use of the otherness in different views to describe the data in a comprehensive way and enhance the model generalization ability. The consistency principle aims to use the internal relation between different views to maximize the consistency and enhance the model performance. However, most existing methods only focus on the information from the visible views, i.e., the otherness among different views, or only use the internal relation among them. In practice, not only the otherness but also the internal relation among different views are important for multiview modeling tasks. How to effectively integrate the complementarity principle with consistency principle in multiview modeling is a challenging task.

A novel multiview fuzzy classification system, i.e., TSK FLS with cooperation between visible and hidden views (TSK-FLS-CVH), is proposed in this paper. First, a TSK FLS is used as the base model to construct a multiview fuzzy classification system due to its flexibility and simplicity [18]. Then, nonnegative matrix factorization (NMF) is used to learn the hidden space that is shared among the visible views, and the corresponding data are obtained in this hidden view. The NMF based hidden view learning can effectively extract the consistency of different visible views. Next, cooperative learning between the visible and hidden views is implemented to construct the multiview TSK FLS. By cooperative learning, the visible views and the shared hidden view can benefit each other according to the complementarity principle. Compared with existing multiview FLSs and other related multiview approaches, the proposed method can effectively use the shared hidden information to implement the cooperation between visible and hidden views, i.e., it can effectively use the otherness and consistency in multiview data, which greatly enhances the generalization performance of the trained model.

The main contributions of this paper can be highlighted as follows.

1) An approach to extract shared hidden information among the visible views is proposed using nonnegative matrix factorization.
2) A multiview FLS with cooperation between the visible and hidden views is proposed.
3) The proposed TSK-FLS-CVH is validated using extensive experiments.

The rest of this paper is organized as follows. Section II briefly reviews the concepts and principles of classical TSK FLSs and multiview learning. Section III proposes a strategy of learning the shared hidden space from multiple visible views, and describes the details of the multiview FLS, TSK-FLS-CVH. Section IV presents the experimental results. Finally, Section V draws conclusions and points out some future research directions.

II. BACKGROUND KNOWLEDGE

The basic concepts and principles of classical TSK FLSs and multiview learning are briefly reviewed in this section.

A. TSK FLS

There are three main categories of FLSs: TSK model [18], Mamdani model [19], and generalized fuzzy model [20]. Among them, the TSK model is most popular due to its simplicity and flexibility, and it is used in this paper.

1) TSK Fuzzy Classification System: A TSK FLS employs the following rules:

$$R^k: IF\ x_1 is A^{k}\_1 \land x_2 is A^{k}\_2 \land \ldots \land x_d is A^{k}\_d$$

$$THEN \ f^k(x) = p^k_0 + p^k_1 x_1 + \ldots + p^k_d x_d, k = 1, 2, \ldots, K$$

(1)

where \(x = [x_1, x_2, \ldots, x_d]^T\) is an input vector, \(A^{k}\_i\) is a fuzzy set in the \(i\)th input domain for the \(k\)th rule, and \(\land\) is a fuzzy conjunction operator.

When the product \(t\)-norm and center-of-gravity defuzzification are used, the final output of a classical TSK FLS is
calculated as

\[ y^0 = \sum_{k=1}^{K} \frac{\mu_k(x)}{\sum_{j=1}^{K} \mu_j(x)} f_k(x) = \sum_{k=1}^{K} \tilde{\mu}_k(x) f_k(x) \]  

(2a)

where

\[ \tilde{\mu}_k(x) = \frac{\mu_k(x)}{\sum_{j=1}^{K} \mu_j(x)} \]  

(2c)

in which \( \mu_{A^*}(x_i) \) is the membership of \( x_i \) to fuzzy set \( A^* \), \( \mu_k(x) \) is the firing strength of the \( k \)th rule to input vector \( x \), and \( \sum_{k=1}^{K} \mu_k(x) \) is a normalization term, which is the sum of all firing strengths of \( K \) fuzzy rules to \( x \). With the normalization term, the normalized firing strength of the \( k \)th rule to \( x \), i.e., \( \tilde{\mu}_k(x) \) can be calculated. Gaussian membership functions are used in this paper

\[ \mu_{A^*}(x_i) = \exp \left( -\frac{(x_i - c_i^k)^2}{2\delta_i^k} \right) \]  

(2d)

where the parameters can be estimated using different approaches, e.g., FCM clustering [1]

\[ c_i^k = \frac{\sum_{j=1}^{N} u_{jk} x_{ji}}{\sum_{j=1}^{N} u_{jk}} \]  

(2e)

\[ \delta_i^k = h \cdot \frac{\sum_{j=1}^{N} u_{jk} (x_{ji} - c_i^k)^2}{\sum_{j=1}^{N} u_{jk}} \]  

(2f)

in which \( u_{jk} \) denotes the membership of \( x_{ji} \) in the \( k \)th fuzzy partition obtained by FCM on the training dataset [23], and \( h \) is a scaling parameter that can be set manually or determined by cross-validation (CV). When the antecedent parameters in the rules are fixed, a TSK FLS can be reexpressed as a linear model [3], [21], [24]. Let

\[ x_e = (1, x^T)^T \]  

(3a)

\[ \tilde{x}^k = \tilde{\mu}_k(x) x_e \]  

(3b)

\[ x_g = ((\tilde{x}^1)^T, (\tilde{x}^2)^T, \ldots, (\tilde{x}^K)^T)^T \]  

(3c)

\[ p^k = (p_{1k}^0, p_{1k}^1, \ldots, p_{1k}^K)^T \]  

(3d)

\[ p_g = (p_1^0, p_1^1, \ldots, p_1^K)^T . \]  

(3e)

Then, (2a) becomes

\[ y^0 = p_g^T x_g \]  

(3f)

where \( x_g \in \mathbb{R}^{K(d+1)} \) is a data vector in the new feature space that is mapped from the data vector \( x \in \mathbb{R}^d \) in the original feature space, and \( p_g \) is the combination of the consequent parameters of all fuzzy rules, which can be optimized using the method proposed later in this paper.

2) Classification Based on the TSK FLS Regression Model: TSK FLSs have been extensively used for regression tasks. A classification task can be transformed into a multioutput regression task, and then a TSK FLS can be applied. For example, a three-class classification problem can be transformed to a three-output regression problem by representing labels 1, 2, and 3 as \( [1 0 0]^T, [0 1 0]^T, \) and \( [0 0 1]^T \), respectively. The predicted label of a test sample is the index of the maximum value in the output vector. For example, if the prediction output of a test sample is \( [0.6 0.3 0.1]^T \), then the test sample is classified to Class 1.

B. Multiview Learning

Multiview learning trains a model by considering the correlation and cooperation among different views, as shown in Fig. 1. Generally the performance of a multiview learning model is better than each individual single-view model, as more information is exploited in the former.

FLSs are frequently used in building individual single-view models. For multiview data, a popular strategy is to build a single-view FLS for every view and then fuse their outputs, e.g., using averaging, as shown in Fig. 2.

The above-mentioned simple strategy provides a feasible way for using single-view models for multiview data, but it ignores the relationship among the multiple views, and hence may not be able to get the best learning performance. Research has been done to improve it. A novel two-view FLS that combines cooperation learning and large margin criterion was proposed in [16], which demonstrated promising performance. In addition, a multiview FLS has also been proposed in [17] for epilepsy EEG recognition. In this paper, we propose further improvements to multiview FLSs, by exploiting the hidden information shared among different visible views and using the cooperation between the visible and hidden views.
III. MULTIVIEW FLS WITH COOPERATION BETWEEN VISIBLE AND HIDDEN VIEWS

This section proposes TSK-FLS-CVH (see Fig. 3), a novel multiview FLS with the cooperation between the visible and hidden views. It uses multiview cooperation to train multiple FLSs for different views. The cooperation not only exists among the visible views, but also exists between the visible and hidden views. In this way, it can simultaneously utilize the explicit information from the visible views and the shared hidden information among them.

The details of TSK-FLS-CVH are described next.

A. Hidden View Generation

Our hypothesis is that there exists a shared hidden space that can be used to generate different visible spaces by different mappings, as shown in Fig. 4. This section describes how to identify this hidden view.

Given a multiview dataset with \( N \) samples and \( K \) visible views, the feature subset associated with the \( k \)-th visible view can be represented as \( \{ \tilde{x}_{ki} \}_{i=1}^{N} \subseteq \mathbb{R}^{d_k} \), and the corresponding matrix representation is \( \tilde{X}^k = [\tilde{x}_{k1}, \ldots, \tilde{x}_{kN}]^T \in \mathbb{R}^{N \times d_k} \). Let \( H = [h_1, h_2, \ldots, h_N]^T \in \mathbb{R}^{N \times r} \) be the data representation in the shared hidden space, and \( W^k \in \mathbb{R}^{r \times d_k} \) be the mapping between the hidden view and the \( k \)-th visible view. They are then identified by solving the following minimization problem:

\[
\min_{\{W^k\}, H} \sum_{k=1}^{K} \left( \alpha^k l \left( \tilde{X}^k, W^k, H \right) + \beta^k \text{Dist} \left( \kappa \tilde{X}^k, \kappa H \right) \right)
\]

s.t. \( \sum_{k=1}^{K} \alpha^k = 1 \) \quad (4)

where \( \alpha^k \geq 0 \) and \( \beta^k \geq 0 \) represents the weight and the regularization coefficient of the \( k \)-th visible view, respectively. The first term of (4), \( l \left( \tilde{X}^k, W^k, H \right) \) is the empirical loss in mapping from \( H \) to \( \tilde{X}^k \), which is defined below

\[
l \left( \tilde{X}^k, W^k, H \right) = \left\| \tilde{X}^k - HW^k \right\|_F^2
\]

s.t. \( W^k, H \geq 0 \).

(5)
The second term of (4), i.e., \(\text{Dist}(\kappa_{\bar{x}^k}, \kappa_{H})\) is a regularization term. It is developed to guarantee that the data similarity \(\kappa_{H}\) described by the hidden view is close to the similarity \(\kappa_{\bar{x}^k}\) described by the original view. For this purpose, the manifold regularization is adopted in this paper. First, a nearest neighbor graph with \(N\) vertices \(G^k\) for each visible view data is generated. Let \(S^k \in \mathbb{R}^{N \times N}\) be the weight matrix of \(G^k\). If \(\bar{x}^k_i\) is the \(\varepsilon\)-nearest neighbor of \(x^k_i\) or \(\bar{x}^k_j\) is the \(\varepsilon\)-nearest neighbor of \(x^k_i\) (the value of \(\varepsilon\) can be set manually or other strategies), then \(S^k_{ij} = \kappa(\bar{x}^k_i, \bar{x}^k_j)\), otherwise, \(S^k_{ij} = 0\). \(\kappa(\bar{x}^k_i, \bar{x}^k_j)\) is a kernel function. If two points are neighbors in the original feature space, then they are also expected to be neighbors in the hidden space. Let \(d^k_j = \sum_{j=1}^{N} S^k_{ij}\), \(D^k = \text{diag}(d^k_1, \ldots, d^k_N) \in \mathbb{R}^{N \times N}\), and then we define the regularization term \(\text{Dist}(\kappa_{\bar{x}^k}, \kappa_{H})\) in (4) as follows [27]:

\[
\text{Dist}(\kappa_{\bar{x}^k}, \kappa_{H}) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left\| h_i - h_j \right\|^2 S^k_{ij}
= \text{Trace}(H^T L^k H)
\]  

(6)

where \(L^k = D^k - S^k\) is a Laplacian matrix.

Combining (5) and (6), (4) can be reexpressed as

\[
\min_{(W^k)_{i,j},H} \sum_{k=1}^{K} \left( \alpha^k \left\| \bar{x}^k - H W^k \right\|^2_F + \beta^k \text{Trace}(H^T L^k H) \right).
\]  

(7)

Next we explain how to solve for \(H\) and \(W^k\) from (7).

We first make all elements of \(\bar{x}^k\) nonnegative by normalization. Then, under the constraints \(W^k \geq 0\) and \(H \geq 0\), (7) can be solved by nonnegative matrix factorization (NMF). Existing solvers, such as coordinate descent [26], can be used directly. More specifically, (7) can be solved iteratively: optimize \(W^k\) by fixing \(H\); and optimize \(H\) by fixing \(W^k\).

1) Optimize \(W^k\) by fixing \(H\).

When \(H = H^{(t)}\) is fixed (where \(t\) is the current iteration number), the suboptimization problem of (7) that only involves \(W^k\) as the variable can be equivalently formulated as follows:

\[
\min_{W^k} \left\| \bar{x}^k - H W^k \right\|^2_F \quad \text{s.t.} \quad W^k \geq 0
\]  

(8)

and \(W^k\) can be updated as [26]

\[
(W^k)_{i,j}^{(t+1)} \leftarrow \left( \frac{(\bar{x}^k)^T H}{H^T H (W^k)^{(t)}} \right)_{i,j} (W^k)_{i,j}^{(t)}
\]  

(9)

2) Optimize \(H\) by fixing \(W^k\).

When \(W^k = (W^k)^{(t+1)}\) is fixed, the optimization problem that involves \(H\) becomes

\[
\min_{H} \sum_{k=1}^{K} \left( \alpha^k \left\| \bar{x}^k - H W^k \right\|^2_F + \beta^k \text{Trace}(H^T L^k H) \right) \quad \text{s.t.} \quad H \geq 0
\]  

(10)

and \(H\) can be updated as [26]

\[
H_{i,j}^{(t+1)} = \left[ \sum_{k=1}^{K} \alpha^k (\bar{x}^k (W^k)^T)_{i,j} \right]^{-1} \left( \sum_{k=1}^{K} \alpha^k (H^{(t)} W^k (W^k)^T)_{i,j} + \beta^k (L^k H^{(t)})_{i,j} \right)
\]  

(11)

Clearly, if the initial \((W^k)^{(0)}\) and \(H^{(0)}\) are nonnegative, then \(W^k\) and \(H\) are guaranteed to be nonnegative with the above updating rules.

B. Cooperative Learning Between Visible and Hidden Views

Given a multiview dataset with \(K\) visible views, we obtain a hidden view using the approach introduced in the previous Section III-A. Cooperative learning is used to make use of information in these \(K + 1\) views.

Assume the TSK FLS corresponding to the \(k\)th visible view has \(L_k\) rules. Then, it can be represented as the following linear model:

\[
f^k(x^k) = (p^k_g)^T \bar{x}^k
\]  

(12)

where \(p^k_g, \bar{x}^k \in \mathbb{R}^{L_k (d^k + 1)}\), \(p^k_g\) is the vector consisting of all the consequent parameters of the FLS, \(\bar{x}^k\) is the vector in the new feature space, which is mapped by fuzzy rules from the input vector \(\bar{x}^k\) in the original feature space of View \(k\).

Assume the TSK FLS corresponding to the hidden view has \(J\) rules. Then, it can be represented as

\[
h(\bar{h}) = (p^{K+1}_g)^T \bar{h}
\]  

(13)

where \(p^{K+1}_g, \bar{h} \in \mathbb{R}^{J (r+1)}\), \(p^{K+1}_g\) is the vector consisting of all the consequent parameters, \(\bar{h}\) is the vector in the new feature space, which is mapped by fuzzy rules from the input vector \(\bar{h}\) in the original feature space of the hidden view.

Based on the above transformations, the following optimization problem is proposed for the multiview TSK FLS with the cooperation of the visible and hidden views:

\[
\min_{p^w_g} J = \sum_{k=1}^{K} \sum_{i=1}^{N} \left\| \bar{x}^k_i p^k_g - y_i \right\|^2 + w_{K+1} \sum_{i=1}^{N} \left\| \bar{h}_i p^{K+1}_g - \bar{y}_i \right\|^2 + \lambda_2 \sum_{k=1}^{K+1} w_k \ln w_k + \lambda_2 \sum_{k=1}^{K+1} w_{K+1} \ln w_{K+1}
\]  

(14)

where \(y_i\) is the label of sample \(i\), \(p^k_g\) is the consequent parameter of the TSK FLS for the \(k\)th visible view, and \(w_k\) is its cor-
responding weight. \( \sum_{k=1}^{K} \sum_{i=1}^{N} \| \tilde{x}^k_{gi} p^k_g - y^k_i \|^2 \) and \( \sum_{i=1}^{N} \| \tilde{h}_{gi} p^k_g \|^2 \) are the cooperation terms. \( y^k_i = \frac{1}{K} \sum_{j=1,j\neq k}^{K} \tilde{x}^k_{ji} p^k_g \) (for convenience, here \( \tilde{x}^{K+1}_{gi} = \tilde{h}_{gi} \)). \( \sum_{k=1}^{K} w_k \ln w_k \) is the negative Shannon entropy corresponding to the weights of different views (including the hidden view), and \( \sum_{k=1}^{K+1} (p^k_g)^T p^k_g \) is a regularization term.

The roles of the terms in (14) include the following.

1) The first two terms, \( \sum_{k=1}^{K} w_k \sum_{i=1}^{N} \| \tilde{x}^k_{gi} p^k_g - y^k_i \|^2 \) and \( w_k \sum_{i=1}^{N} \| \tilde{h}_{gi} p^k_g - y^k_i \|^2 \), are used to train the FLSs for multiple visible views and the hidden view.

2) The cooperation terms, \( \sum_{i=1}^{N} \| \tilde{h}_{gi} p^k_g - y^k_i \|^2 \), try to make the outputs from different views consensus, which may help generalization.

3) The Shannon entropy term is used to determine the optimal weights for different views. Let \( k \in [1, K] \). Then, the weights can be regarded as a probability mass distribution, whose Shannon entropy is \(-\sum_{k=1}^{K} w_k \ln w_k \). Minimizing \( \sum_{k=1}^{K} w_k \ln w_k \) will make \( w_k \) close to each other, reducing the risk that a certain view dominates the final output.

4) The regularization parameters \( \lambda_1 > 0, \lambda_2 > 0, \lambda_3 > 0 \) are used to control the impact of the corresponding terms. They can be determined by CV.

C. Parameter Learning

The Lagrangian method is used for solving \( p^k_g \) and \( w_k \) in (14), and the updating rules are the following:

\[
(p^k_g)^{(t+1)} = \left[ \lambda_2 I_d + \left( w^{(t)}_k + \lambda_3 \sum_{i=1}^{N} (\tilde{x}^k_{gi})^T \tilde{x}^k_{gi} \right) \right]^{-1} \left[ w^{(t)}_k \sum_{i=1}^{N} (\tilde{x}^k_{gi})^T y_i + \lambda_3 \sum_{i=1}^{N} (\tilde{x}^k_{gi})^T (\tilde{y}^k_{gi})^{(t)} \right]
\]

(15)

\[
w^{(t+1)}_k = \frac{\exp \left( -\sum_{i=1}^{N} (\tilde{x}^k_{gi} (p^k_g)^{(t+1)} - y_i) / \lambda_3 \right)}{\sum_{k=1}^{K+1} \exp \left( -\sum_{i=1}^{N} (\tilde{x}^k_{gi} (p^k_g)^{(t+1)} - y_i) / \lambda_3 \right)}.
\]

(16)

For convenience, we have set \( \tilde{x}^{K+1}_{gi} = \tilde{h}_{gi} \) in (16).

Given a test sample with \( K \) visible views, the output of the multiview FLS is

\[
Y_{output} = \sum_{k=1}^{K+1} w_k f^k(x)
\]

(17)

\[
f^k(x) = \begin{cases} (\tilde{x}^k_{gi})^T p^k_g & 1 \leq k \leq K \\ \tilde{h}^T p^k_{K+1} & k = K + 1 \end{cases}
\]

(18)

D. Generation of Hidden View Data of the Test Dataset

Given a test dataset with \( N_{te} \) sample and \( K \) views, the subset associated with the \( k \)th view can be represented as \( \{ x^{(k)}_{tei}, y^{(k)}_{tei} \} \in \mathbb{R}^{d_k} \), and the corresponding matrix form is \( \bar{X}^{(k)}_{te} = \{ x^{(k)}_{tei} \} \in \mathbb{R}^{N_{te} \times d_k} \). When \( \bar{X}^{(k)}_{te} \) has already been normalized to be nonnegative, the hidden view data of the test data can be generated by optimizing the following objective function:

\[
\min_H \sum_{k=1}^{K} \left( \alpha_k \| \bar{X}^{(k)}_{te} - H W^{(k)} \|_F^2 + \beta_k \text{Trace} (H^T L^k H) \right)
\]

s.t. \( H \geq 0 \)

(19)

where \( W^{(k)} \) is the mapping matrix of view \( k \) and it is obtained based on the training data by solving (7). Since \( W^{(k)} \) is fixed in (19), we only need to solve \( H \) with the following iterative rule:

\[
H^{(t+1)}_{i,j} \leftarrow \frac{\sum_{k=1}^{K} \alpha_k \left( \bar{X}^{(k)}_{te} (W^{(k)})^T \right)_{i,j}}{\sum_{k=1}^{K} \alpha_k \left( (H^{(t)} W^{(k)} (W^{(k)})^T \right)_{i,j} + \beta_k \left( L^k H^{(t)} \right)_{i,j}}
\]

(20)

Here, (20) is obtained with the similar way to (11).

E. Theoretical Analysis for TSK-FLS-CVH

There exist two key problems in multiview learning: 1) how to make full use of the otherness of different views; and 2) how to fully exploit the consistency among different views. The proposed TSK-FLS-CVH answers the above-mentioned questions from the following two perspectives.

1) By introducing hidden view data, the proposed TSK-FLS-CVH can take advantage of the consistency information of different views. Because the hidden space is shared by different views, the hidden view data can reflect the internal relation between different views, i.e., the hidden view data contain the consistency information of the visible views. And to enhance the consistency among different views, the proposed method tries to make the outputs from different views consensus, which may also help generalization.

2) The proposed TSK-FLS-CVH exploits the otherness among different views by first training a TSK-FLS for each view data, including the hidden view data, respectively, and then assigning different weights to different views. It uses the maximum entropy in optimization to make the weights more sensible.

IV. EXPERIMENTS

Extensive experimental results are presented in this section to validate the performance of the proposed TSK-FLS-CVH. Five datasets were from the UCI machine learning repository and another is Epileptic EEG dataset [17]. The details are given in Table I. The performance index was the classification accuracy in five-fold cross validation.
TABLE I
MULTIVIEW DATASETS USED IN OUR EXPERIMENTS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of Samples</th>
<th>Number of Classes</th>
<th>Visible View 1</th>
<th>Visible View 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Description</td>
<td>Description</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Number of Features</td>
<td>Number of Features</td>
</tr>
<tr>
<td>Forest Type</td>
<td>326</td>
<td>4</td>
<td>Image band view: Image band information of the data</td>
<td>Spectrum view: Spectrum values and the difference values</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>SPECTF</td>
<td>267</td>
<td>2</td>
<td>Stress view: Single proton emission computed tomography image of heart in stress</td>
<td>Rest view: Single proton emission computed tomography image of heart in rest</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>Dermatology</td>
<td>366</td>
<td>6</td>
<td>Histopathological view: Histopathological information of a case</td>
<td>Clinical view: Clinical information of a case</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td>Multiple Features</td>
<td>2000</td>
<td>10</td>
<td>Fourier coefficients view: Fourier coefficients of the character shapes</td>
<td>Zernike moments view: Zernike moments of the character shapes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>76</td>
<td>47</td>
</tr>
<tr>
<td>Image Segmentation</td>
<td>2310</td>
<td>7</td>
<td>Shape view: Shape information of an image</td>
<td>RGB view: RGB information of an image</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Epileptic EEG</td>
<td>500</td>
<td>2</td>
<td>DWT view: The features are extracted by DWT method as in [42]</td>
<td>WPD view: The features are extracted by WPD method. After decomposition of the EEG signals using WPD, nodes (1, 0), (2, 0), (3, 0), (4, 0), (5, 0) and (5, 1) in the binary tree were used to calculate the corresponding energies. A 6-dimensional feature vector was then generated for each signal</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>6</td>
</tr>
</tbody>
</table>

TABLE II
CLASSIFICATION ACCURACIES OF THE TSK-FLS-CVH AND FIVE SINGLE-VIEW ALGORITHMS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TSK-FLS-CVH</th>
<th>F-ELM</th>
<th>IQP</th>
<th>LESSLI</th>
<th>GENFIS2</th>
<th>L2-TSK-FS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest Type</td>
<td>0.9086 ± 0.0206</td>
<td>0.8700 ± 0.0200</td>
<td>0.8127 ± 0.0246</td>
<td>0.8108 ± 0.0232</td>
<td>0.8451 ± 0.0048</td>
<td>0.8509 ± 0.0359</td>
</tr>
<tr>
<td>SPECTF</td>
<td>0.8688 ± 0.0350</td>
<td>0.8203 ± 0.0306</td>
<td>0.7978 ± 0.0302</td>
<td>0.8240 ± 0.0391</td>
<td>0.7604 ± 0.0692</td>
<td>0.8164 ± 0.0250</td>
</tr>
<tr>
<td>Dermatology</td>
<td>0.9836 ± 0.0061</td>
<td>0.9016 ± 0.0264</td>
<td>0.8472 ± 0.0660</td>
<td>0.8715 ± 0.0669</td>
<td>0.9699 ± 0.0115</td>
<td>0.9781 ± 0.0184</td>
</tr>
<tr>
<td>Multiple Feature</td>
<td>0.8735 ± 0.0136</td>
<td>0.6230 ± 0.0418</td>
<td>0.4955 ± 0.0229</td>
<td>0.4580 ± 0.0265</td>
<td>0.8695 ± 0.0096</td>
<td>0.8405 ± 0.0130</td>
</tr>
<tr>
<td>Image Segmentation</td>
<td>0.8879 ± 0.0136</td>
<td>0.8675 ± 0.0412</td>
<td>0.7970 ± 0.0247</td>
<td>0.6970 ± 0.0192</td>
<td>0.8468 ± 0.0135</td>
<td>0.6476 ± 0.1037</td>
</tr>
<tr>
<td>Epileptic EEG</td>
<td>0.9700 ± 0.0084</td>
<td>0.9460 ± 0.0305</td>
<td>0.9680 ± 0.0110</td>
<td>0.9640 ± 0.0114</td>
<td>0.9640 ± 0.0167</td>
<td>0.8960 ± 0.0182</td>
</tr>
<tr>
<td>Mean</td>
<td>0.9154</td>
<td>0.8381</td>
<td>0.7864</td>
<td>0.7709</td>
<td>0.8760</td>
<td>0.8382</td>
</tr>
</tbody>
</table>

A. Comparison With Single-View Algorithms

The TSK-FLS-CVH was first compared with five single-view FLS algorithms: F-ELM [28], IQP [29], LESSLI [29], GENFIS [30], and L2-TSK-FS [31]. For the latter, we constructed a single-view dataset by combining features from all visible views.

In order to maintain the interpretability and compactness of the FLSs, the number of fuzzy rules for each single-view FLS was determined using grid search in \{10, 12, 14, 16, 18, 20\}. The average classification accuracies and the standard deviations of the six algorithms are presented in Table II. The proposed TSK-FLS-CVH achieved the highest accuracies in all six datasets, suggesting that multiview learning is advantageous to the single-view learning.

B. Comparison With Multiview Algorithms

The TSK-FLS-CVH was next compared with two multiview algorithms, TwoV-TSK-FCS [16] and AMVMED [32]. The latter two are only available for binary classification. We used a 1-v-1 strategy to extend them to multiclass classification.

We also transformed the five single-view algorithms in Section IV-A to the corresponding multiview algorithms: a single-view classifier was trained separately for each visible view, and then their outputs were averaged. To distinguish from the original single-view algorithms, the transformed algorithms are denoted as F-ELM (MV), IQP (MV), LESSLI (MV), GENFIS2 (MV), and L2-TSK-FS (MV), respectively.

The experimental results on different multiview datasets are presented in Tables III–VIII. The proposed TSK-FLS-CVH obtained the best classification accuracies in four out of the six multiview datasets. On some datasets, the classification accuracies of some multiview algorithms were worse than those obtained from a single view. For example, Table V shows that on the Dermatology dataset, the classification accuracy of IQP (MV) when using only the histopathological view was 0.8177, but its multiview learning accuracy was only 0.7405. This suggests that a simple average integration of multiple views may not always enhance the performance. However, TSK-FLS-CVH, which employs a more sophisticated strategy to integrate different views, can always achieve better performance than each individual view.
In particular, although the performance of the proposed method is better than many existing related methods on the binary classification dataset SPECTF, its advantage seems not obvious as that in some multiclass datasets. It may be due to the fact that multiclass classification is usually more complicated than binary classification. In this situation, the proposed method will be more adaptive than the other related methods due to its comprehensive cooperative learning abilities from both the visible views and the shared hidden view simultaneously.

### C. Statistical Analysis

1) **Friedman test combined with post-Holm test:** Friedman test [33], [34] was used to check if there was statistically significant difference among the 13 algorithms. The null
hypothesis, which says that the classification performances of all methods were the same, was rejected ($p = 0.0023$), i.e., the classification performances of the 13 algorithms had statistically significant difference. Table IX shows the ranking of the 13 algorithms. A lower ranking indicates a better performance. Clearly, TSK-FLS-CVH had the best performance.

A post-Holm test was then used to compare the best method, i.e., TSK-FLS-CVH with the other 12 algorithms. The $p$-value and the statistical magnitude are presented in Table X. The null hypothesis, i.e., there does not exist statistically significant difference between two algorithms, is rejected if $p < 0.05$. Table X shows that there was statistically significant difference between TSK-FLS-CVH and L2-TSK-FS, L2-TSK-FS (MV), IQP, IQP (MV), LESSLI, LESSLI (MV), GENFIS2, GENFIS2 (MV), F-ELM, and TwoV-TSK-FCS, respectively. Although the null hypothesis was not rejected when compared with F-ELM (MV) and AMVMED, Tables II–VIII show that TSK-FLS-CVH still outperformed them slightly.

2) $t$-test: $t$-test based on the classification accuracies of five-fold cross validation on different dataset were used to further compare the proposed method with others. The results are given in Table XI. The null hypothesis, i.e., there does not exist statistically significant difference between two algorithms, is rejected if $p < 0.05$, and the “Rejected numbers” index is the number of datasets on which the hypothesis is rejected. Table XI shows that the proposed method significantly outperformed GENFIS2, GENFIS2 (MV), L2-TSK-FS, L2-TSK-FS (MV), IQP, IQP (MV), LESSLI, LESSLI (MV), and TwoV-TSK-FCS on most datasets (no less than half of the number of datasets). Although the null hypothesis was not rejected on most datasets when compared with F-ELM, F-ELM (MV), and AMVMED, the proposed method still outperformed them slightly, as presented in Tables II–VIII.

D. Effect of the Hidden View
The effect of the hidden view is further studied in this section. First, to test whether the hidden view can indeed enhance the multiview learning performance, we compared the classification accuracies of TSK-FLS-CVH with and without the hidden view. The results are presented in Table XII. Observe that the hidden view helped increase the classification accuracies on most datasets.
The dimensionality of the hidden view is an adjustable parameter. Its effect is also studied. Let the minimum dimensionality of all visible views be $r$. We extracted 9 hidden view datasets with dimensionalities $\lceil 0.1 \ast r \rceil, \lceil 0.2 \ast r \rceil, \ldots, \lceil 0.9 \ast r \rceil$ ($\lceil \rceil$ denotes the round operation), respectively. The regularization parameters $\lambda_1, \lambda_2, \lambda_3$ in TSK-FLS-CVH were optimized without using the hidden view, and then hidden views with different dimensionalities were introduced. Experimental results on Forest Type, SPECT, and Dermatology are shown in Fig. 5, which indicate that the dimensionality of the hidden view can slightly influence the classification accuracy. How to optimally set this parameter is still an open problem. In our experiment, hidden views with different dimensionalities were first trained, and the one with the best classification accuracy was then used in the subsequent cooperative learning between the visible and hidden views.

### E. Example of the Generated Multiview FLSs

In this section, an example of the generated multiview TSK FLS by the proposed TSK-FLS-CVH based on the forest type

---

**TABLE X**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$z = (R_v - R_h) / SE$</th>
<th>$p$</th>
<th>Holm = $\alpha / i$, $\alpha = 0.05$</th>
<th>Null Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>TwoV-TSK-FCS/TSK-FLS-CVH</td>
<td>3.63212</td>
<td>0.000281</td>
<td>0.004167</td>
<td>Rejected</td>
</tr>
<tr>
<td>GENFIS2(MV)/TSK-FLS-CVH</td>
<td>3.483872</td>
<td>0.000494</td>
<td>0.004545</td>
<td>Rejected</td>
</tr>
<tr>
<td>L2-TSK-FS(MV)/TSK-FLS-CVH</td>
<td>3.409747</td>
<td>0.00065</td>
<td>0.005</td>
<td>Rejected</td>
</tr>
<tr>
<td>IQP(MV)/TSK-FLS-CVH</td>
<td>3.335622</td>
<td>0.000851</td>
<td>0.005556</td>
<td>Rejected</td>
</tr>
<tr>
<td>LESSL(MV)/TSK-FLS-CVH</td>
<td>3.113247</td>
<td>0.00185</td>
<td>0.00625</td>
<td>Rejected</td>
</tr>
<tr>
<td>IQP/TSK-FLS-CVH</td>
<td>2.70556</td>
<td>0.006819</td>
<td>0.007143</td>
<td>Rejected</td>
</tr>
<tr>
<td>F-ELM(MV)/TSK-FLS-CVH</td>
<td>2.668498</td>
<td>0.007619</td>
<td>0.008333</td>
<td>Rejected</td>
</tr>
<tr>
<td>LESSL/TSK-FLS-CVH</td>
<td>2.594373</td>
<td>0.009476</td>
<td>0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td>GENFIS2/TSK-FLS-CVH</td>
<td>2.223748</td>
<td>0.026165</td>
<td>0.0125</td>
<td>Rejected</td>
</tr>
<tr>
<td>L2-TSK-FS/TSK-FLS-CVH</td>
<td>2.186685</td>
<td>0.028765</td>
<td>0.016667</td>
<td>Rejected</td>
</tr>
<tr>
<td>F-ELM/TSK-FLS-CVH</td>
<td>1.927248</td>
<td>0.053949</td>
<td>0.025</td>
<td>Not rejected</td>
</tr>
<tr>
<td>AMVMED/TSK-FLS-CVH</td>
<td>1.482499</td>
<td>0.135208</td>
<td>0.05</td>
<td>Not rejected</td>
</tr>
</tbody>
</table>

**TABLE XI**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Dataset</th>
<th>Rejected Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>TwoV-TSK-FCS/TSK-FLS-CVH</td>
<td>SPECTF</td>
<td>0.2506</td>
</tr>
<tr>
<td>L2-TSK-FS(MV)/TSK-FLS-CVH</td>
<td>SPECT</td>
<td>0.0005</td>
</tr>
<tr>
<td>IQP(MV)/TSK-FLS-CVH</td>
<td>Dermatology</td>
<td>0.0003</td>
</tr>
<tr>
<td>LESSL(MV)/TSK-FLS-CVH</td>
<td>Multiple Feature</td>
<td>0.0043</td>
</tr>
<tr>
<td>IQP/TSK-FLS-CVH</td>
<td>Image Segmentation</td>
<td>0.0001</td>
</tr>
<tr>
<td>LESSL/TSK-FLS-CVH</td>
<td>Epileptic EEG</td>
<td>0.0003</td>
</tr>
<tr>
<td>GENFIS2(MV)/TSK-FLS-CVH</td>
<td>Forest Type</td>
<td>0.0116</td>
</tr>
<tr>
<td>GENFIS2/TSK-FLS-CVH</td>
<td>SPECT</td>
<td>0.0116</td>
</tr>
<tr>
<td>L2-TSK-FS/TSK-FLS-CVH</td>
<td>SPECT</td>
<td>0.0032</td>
</tr>
<tr>
<td>F-ELM(MV)/TSK-FLS-CVH</td>
<td>Image Segmentation</td>
<td>0.0994</td>
</tr>
<tr>
<td>F-ELM/TSK-FLS-CVH</td>
<td>EEG Signals</td>
<td>0.0766</td>
</tr>
<tr>
<td>AMVMED/TSK-FLS-CVH</td>
<td>Average</td>
<td>0.691</td>
</tr>
</tbody>
</table>

**TABLE XII**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TSK-FLS-CVH (without the hidden view)</th>
<th>TSK-FLS-CVH (with the hidden view)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest Type</td>
<td>0.09849 ± 0.0132</td>
<td>0.9086 ± 0.0206</td>
</tr>
<tr>
<td>SPECT</td>
<td>0.8054 ± 0.0196</td>
<td>0.8688 ± 0.0350</td>
</tr>
<tr>
<td>Dermatology</td>
<td>0.9754 ± 0.0114</td>
<td>0.9836 ± 0.0061</td>
</tr>
<tr>
<td>Multiple Features</td>
<td>0.8480 ± 0.0135</td>
<td>0.8735 ± 0.0136</td>
</tr>
<tr>
<td>Image Segmentation</td>
<td>0.9078 ± 0.0094</td>
<td>0.8879 ± 0.0136</td>
</tr>
<tr>
<td>EEG Signals</td>
<td>0.9560 ± 0.0089</td>
<td>0.9700 ± 0.0084</td>
</tr>
<tr>
<td>Average</td>
<td>0.8979</td>
<td>0.9154</td>
</tr>
</tbody>
</table>
dataset is shown. In order to readily display the results, we set the number of fuzzy rules of FLSs in visible and hidden views to three and four, respectively. Due to page limit, more results are presented in the supplementary materials. In Tables S1 and S2 of the supplementary materials, the parameters of the fuzzy rules of the FLSs generated in the image band view and the shared hidden view are listed, respectively. Meanwhile, the membership functions of the fuzzy subsets in fuzzy rules and the corresponding linguistic descriptions are shown for two views in Figs. S1 and S2, respectively. Based on these results, the first fuzzy rule in the two FLSs of two views can be linguistically described as follows.

The first fuzzy rule of the TSK FLS generated in the image band view is:

If the band 1 of ASTER image is low, and the band 2 of ASTER image is medium, and the band 3 of ASTER image is medium, and the band 4 of ASTER image is low, and the band 5 of ASTER image is medium, and the band 6 of ASTER image is medium, and the band 7 of ASTER image is low, and the band 8 of ASTER image is medium, and the band 9 of ASTER image is low, then this rule gives decision value of the first output with the following formula:

\[
 f_1^2(x) = 0.0066 + 0.0372x_1 - 0.0620x_2 - 0.0263x_3 - 0.0034x_4 - 0.0215x_5 + 0.0143x_6 - 0.0345x_7 - 0.0550x_8 + 0.0588x_9 .
\]

The first fuzzy rule of the TSK FLS generated in the shared hidden view is:

If the shared hidden feature 1 is high, and the shared hidden feature 2 is low, and the shared hidden feature 3 is High, and the shared hidden feature 4 is a little low, and the shared hidden feature 5 is high, and the shared hidden feature 6 is low, and the shared hidden feature 7 is a Little High, then this rule gives decision value of the first output with the following formula:

\[
 f_1^1(x) = -0.2350 - 0.2496x_1 - 0.2348x_2 - 0.2229x_3 - 0.2293x_4 - 0.2600x_5 - 0.2241x_6 - 0.4652x_7 .
\]

Finally, the decision of the multiview FLS for the first output can be given as follows

\[
 f(x) = w_1f_1^1(x)_{\text{spectrum-view}} + w_2f_2^2(x)_{\text{image-band-view}} + w_3f_3^3(x)_{\text{shared-hidden-view}}.
\]

V. CONCLUSION

In this paper, a multiview FLS with the cooperation between visible and hidden views has been proposed. It uses not only the information from multiple visible views, but also the information of the shared hidden view among multiple visible views, to enhance the learning performance. Experimental results demonstrated that the proposed approach outperformed many traditional single-view approaches and some state-of-the-art multiview approaches.

Our future research includes how to efficiently optimize the hyper-parameters, and how to optimally determine the dimensionality of the hidden view.
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